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Abstract: A new parametric probability distribution function is introduced and its connec-
tions with some well-known distribution functions are discussed. Due to its flexibility, we call
the novel distribution function the pliant distribution function. We show that the asymptotic
pliant probability distribution function can coincide with the Weibull-, exponential and lo-
gistic probability distribution functions. Furthermore, we demonstrate that with appropriate
parameter settings, the novel distribution gives a simple and accurate approximation to the
standard normal probability distribution. Next, we show that the pliant probability distribu-
tion function, as an alternative to the Weibull- and exponential distribution functions, can be
used to model constant, monotonic and bathtub-shaped hazard functions in reliability theory.
We also point out that a function transformed from the new probability distribution function
can be applied in the so-called kappa regression analysis method, which may be viewed as
an alternative to logistic regression.
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1 Introduction

In this article, a new four-parameter probability distribution function is introduced
and some of its applications are discussed. As the novel distribution function is so
flexible that it may be viewed as an alternative to familiar distribution functions,
we call it the pliant distribution function. The cumulative distribution function of

– 231 –



J. Dombi et al. On an Alternative to Four Notable Distribution Functions with Applications

the novel probability distribution is based on the so-called omega function. We will
demonstrate that both the omega and the exponential function f (x) = exp(αxβ )
(x,α,β ∈ R,β > 0) may be deduced from a common differential equation that we
call the generalized exponential differential equation. Furthermore, we will show
that the omega function, which has the α , β and d parameters (α,β ,d ∈ R,β ,d >
0), is asymptotically identical with the exponential function f (x) = exp(αxβ ). Ex-
ploiting this result, we will discuss in detail how the pliant probability distribution
function can be utilized to approximate some remarkable probability distribution
functions, whose formulas include exponential terms. Namely, we will show that the
asymptotic pliant distribution function can coincide with the Weibull-, exponential
and logistic probability distribution functions. Moreover, we will demonstrate that
with appropriate parameter settings, the pliant probability distribution function can
approximate the standard normal probability distribution function quite well, while
the approximating formula is very simple and contains only one parameter. Here,
we will also highlight the interesting fact that this approximation formula may be
viewed as a special case of a modifier operator in the continuous-valued logic. The
flexibility of the novel probability distribution function lays the foundations for its
applications in different areas of science and in a wide range of modeling problems.
We will point out that the pliant probability distribution function, as an alternative
to the Weibull- and exponential distribution functions, can be used to model con-
stant, monotonic and bathtub-shaped hazard functions in reliability theory. We will
also demonstrate that a function transformed from the new probability distribution
function can be utilized in the so-called kappa regression analysis method, which
may be viewed as an alternative to logistic regression.

The remaining part of the paper is organized as follows. In Section 2, the omega
function and the pliant probability distribution function are introduced and some
important connections between the omega and the exponential functions are dis-
cussed. In Section 3, we demonstrate how the new probability distribution function
can be utilized to approximate the Weibull, exponential, logistic and standard nor-
mal distribution functions and highlight some practical applications of our theoret-
ical findings. Lastly, we will draw some key conclusions about the new probability
distribution and make some suggestions for future research.

2 The Pliant Probability Distribution Function

Now, we will introduce a new four-parameter probability distribution function
which we call the pliant probability distribution function. This novel function has
the parameters α,β ,γ and d, where α > 0, d > 0, γ ∈ {−1,1} and β ∈ Bγ . First of
all, we will define the domain Bγ of parameter β .

Definition 1. The set Bγ is given by

Bγ = {b
1
2 (γ+1) : b ∈ R+,γ ∈ {−1,1}}. (1)

Notice that if γ = 1, then Bγ = R+, and if γ =−1, then Bγ = {1}. From here on, a
probability distribution function is always a cumulative distribution function (CDF).
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The pliant probability distribution function is founded on an auxiliary function that
we call the omega function, the appropriate linear transformation of which is the
generator function of certain unary operators in continuous-valued logic [7]. Firstly,
we will introduce the omega function.

Definition 2. The omega function ω
(α,β )
d (x) is given by

ω
(α,β )
d (x) =

(
dβ + xβ

dβ − xβ

) αdβ

2

, (2)

where α,d ∈ R, d > 0, β ∈ Bγ , x ∈
( d

2 (γ−1) ,d
)
, γ ∈ {−1,1}.

Later, we will explain why this formula is so useful. Making use of this function,
we can define the pliant probability distribution function.

Definition 3. The pliant probability distribution function FP(x;α,β ,γ,d) is given
by

FP(x;α,β ,γ,d) =


0, if x≤ d

2 (γ−1)(
1− γω

(−α,β )
d (x)

)γ

, if x ∈
( d

2 (γ−1) ,d
)

1, if x≥ d,

(3)

where α,d ∈ R, α > 0, d > 0, β ∈ Bγ , γ ∈ {−1,1}.

In order to demonstrate that the function FP(x;α,β ,γ,d) is in fact a probability
distribution function of a continuous random variable, we will describe the main
properties of the omega function.

2.1 Main Properties of the Omega Function

Here, we state the most important properties of the omega function, namely domain,
differentiability, monotonity, limits and convexity. Note that we demonstrated these
properties in [11].

Domain We will utilize the omega function either with the domain x ∈ (0,d), or
with the domain x ∈ (−d,d). Note that the domain Bγ of parameter β is connected
with the domain of x; that is, since x ∈

( d
2 (γ−1) ,d

)
, β ∈ Bγ and γ ∈ {−1,1}, one

of the following two cases holds:

• if γ = 1, then x ∈ (0,d) and β > 0

• if γ =−1, then x ∈ (−d,d) and β = 1.

Notice that we allow the parameter β to have the value of 1 when x ∈ (0,d), but β

just has the value of 1 when x ∈ (−d,d).

Differentiability ω
(α,β )
d (x) is differentiable in the interval

( d
2 (γ−1) ,d

)
.

– 233 –



J. Dombi et al. On an Alternative to Four Notable Distribution Functions with Applications

Monotonicity If α > 0, then ω
(α,β )
d (x) is strictly monotonously increasing; if

α < 0, then ω
(α,β )
d (x) is strictly monotonously decreasing; if α = 0, then ω

(α,β )
d (x)

has a constant value of 1 in the interval
( d

2 (γ−1) ,d
)
.

Limits

• If x ∈ (0,d) and β > 0, then

lim
x→0+

ω
(α,β )
d (x) = 1, (4)

lim
x→d−

ω
(α,β )
d (x) =

{
∞, if α > 0
0, if α < 0.

(5)

• If x ∈ (−d,d) and β = 1, then

lim
x→−d+

ω
(α,β )
d (x) =

{
0, if α > 0
∞, if α < 0,

(6)

lim
x→d−

ω
(α,β )
d (x) =

{
∞, if α > 0
0, if α < 0.

(7)

Convexity It can be shown that if x ∈ (0,d) and β > 0, then the convexity of the
function ω

(α,β )
d (x) in the interval (0,d) is as follows:

• If d2β <
4(β 2−1)

α2β 2 ,α 6= 0, then ω
(α,β )
d (x) is convex when α > 0 and ω

(α,β )
d (x)

is concave when α < 0.

• If d2β ≥ 4(β 2−1)
α2β 2 ,α 6= 0, then we can distinguish the following cases:

– if α > 0 and 0 < β < 1, then ω
(α,β )
d (x) changes its shape from concave

to convex at xr

– if α > 0 and β ≥ 1, then ω
(α,β )
d (x) is convex

– if α < 0, 0 < β ≤ 1 and xr < d, then ω
(α,β )
d (x) changes its shape from

convex to concave at xr

– if α < 0, 0 < β ≤ 1 and xr ≥ d, then ω
(α,β )
d (x) is convex

– if α < 0, β > 1 and xr < d, then ω
(α,β )
d (x) changes its shape from con-

cave to convex at xl and from convex to concave at xr

– if α < 0, β > 1 and xr ≥ d, then ω
(α,β )
d (x) changes its shape from con-

cave to convex at xl ,
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where

xl =

(
−αβd2β −

√
α2β 2d4β −4(β 2−1)d2β

2(β +1)

)1/β

(8)

xr =

(
−αβd2β +

√
α2β 2d4β −4(β 2−1)d2β

2(β +1)

)1/β

. (9)

It can be also shown that if x ∈ (−d,d) and β = 1, then the shape of the function
ω

(α,β )
d (x) in the interval (−d,d) is as follows:

• if |α|d ≥ 2, then ω
(α,β )
d (x) is convex

• if α > 0 and αd < 2, then ω
(α,β )
d (x) changes from concave to convex at

−αd2/2

• if α < 0 and αd > −2, then ω
(α,β )
d (x) changes from convex to concave at

−αd2/2.

Based on the above-mentioned properties of the omega function, the basic semantics
of the parameters α , β and d can be summarized as follows. The parameter d
determines the domain of the omega function (either x ∈ (−d,d), or x ∈ (0,d)), the
parameter α influences its monotonicity and steepness, while the parameter β also
affects the steepness of ω

(α,β )
d (x), (α,d ∈R, d > 0, β > 0). Figure 1 shows plots of

some omega functions.
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Figure 1
Plots of some omega functions
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2.1.1 The Generalized Exponential Differential Equation

Next, we will introduce the generalized exponential differential equation and show
how it is related to the exponential function f (x) = exp(αxβ ), (α,β ∈ R,β > 0)
and to the omega function.

Definition 4. We define the generalized exponential differential equation as

d f (x)
dx

= αβxβ−1

(
d2β

d2β − x2β

)ε

f (x), (10)

where α,d ∈R, d > 0, β ∈Bγ , x∈
( d

2 (γ−1) ,d
)
, γ ∈ {−1,1}, ε ∈ {0,1}, f (x)> 0.

Lemma 1 (Lemma 2 in [11]). The solutions of the generalized exponential differ-
ential equation are:

f (x) =

C exp(αxβ ), if ε = 0

C
(

dβ+xβ

dβ−xβ

) adβ

2
, if ε = 1,

(11)

where C ∈ R and C > 0.

Proof. See the proof of Lemma 2 in [11].

2.1.2 Connections Between the Exponential and Omega Functions

Lemma 1 suggests that there is a key connection between the exponential function
f (x) = exp(αxβ ) and the omega function. Namely, the solution of the generalized
exponential differential equation with ε = 0 and C = 1 is simply the exponential
function f (x) = exp(αxβ ), while the solution of (10) with ε = 1, C = 1 is the omega
function. Furthermore, if d is much greater than x, then

d2β

d2β − x2β
≈ 1. (12)

In this case the generalized exponential differential equation for ε = 1 becomes the
following approximate equation:

d f (x)
dx
≈ αβxβ−1 f (x), (13)

which is nearly the generalized exponential differential equation with ε = 0, the so-
lution of which is the exponential function f (x) = exp(αxβ ). The following propo-
sition provides the theoretical basis for this result (see Theorem 1 in [11]).

Proposition 1 (Theorem 1 in [11]). For any x ∈
( d

2 (γ−1) ,d
)
,

lim
d→∞

ω
(α,β )
d (x) = exp(αxβ ), (14)

where α,d ∈ R, d > 0, β ∈ Bγ , γ ∈ {−1,1}.
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Proof. See the proof of Theorem 1 in [11].

Based on Proposition 1, we can state that the asymptotic omega function is just
the exponential function f (x) = exp(αxβ ). Actually, if x� d, then ω

(α,β )
d (x) ≈

exp(αxβ ); that is, if d is sufficiently large, then the omega function suitably ap-
proximates the exponential function f (x) = exp(αxβ ).

3 Approximations and their Applications

Here, we will demonstrate how the pliant probability distribution function
FP(x;α,β ,γ,d) can be utilized for approximating the Weibull, exponential, logistic
and standard normal probability distribution functions. First, we will show that the
function FP(x;α,β ,γ,d) is in fact a probability distribution function.

Lemma 2. The function FP(x;α,β ,γ,d) given by Definition 3 is a probability dis-
tribution function.

Proof. The function FP(x;α,β ,γ,d) is a probability distribution function if it is:

1. monotonously increasing

2. left continuous,

3. and limx→−∞ FP(x;α,β ,γ,d) = 0 and limx→+∞ FP(x;α,β ,γ,d) = 1.

These properties of the function FP(x;α,β ,γ,d) readily follow from properties of
the omega function ω

(α,β )
d (x).

We have demonstrated that the omega function in the asymptotic limit is just the
exponential function f (x) = exp(αxβ ), where β > 0. Exploiting this result and the
fact the function FP(x;α,β ,γ,d) is a probability distribution function, we will show
how the pliant probability distribution function can be used to approximate some
well-known probability distribution functions that include exponential terms. From
now on, we will use the notation ξ ∼ Dp(α,β ,γ,d) to indicate that the random
variable ξ has a pliant probability distribution with the parameters α,β ,γ,d. That
is, if ξ ∼ Dp(α,β ,γ,d), then P(ξ < x) = FP(x;α,β ,γ,d) for any x ∈ R.

3.1 Approximation to the Weibull probability Distribution
Function

The 2-parameter distribution function FW (x;β ,λ ) of the random variable which has
a Weibull probability distribution is usually given by the formula:

FW (x;β ,λ ) =

{
0, if x≤ 0
1− exp(−(x/λ )β ) if x > 0,

(15)
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where β ,λ ∈ R and β ,λ > 0 are the shape and scale parameters of the distribution,
respectively [24, 33]. Making the substitution α = λ−β , (15) may be written in the
form

FW (x;α,β ) =

{
0, if x≤ 0
1− exp(−αxβ ), if x > 0,

(16)

where α,β ∈R, α,β > 0. Hereafter, we will use this alternative definition of the 2-
parameter distribution function of the random variable that has a Weibull probability
distribution. Furthermore, we will use the notation η ∼W (α,β ) to indicate that
the random variable η has a Weibull probability distribution with the parameters
α,β > 0; that is, if η ∼W (α,β ), then P(η < x) = FW (x;α,β ) for any x ∈ R.

Proposition 2. If ξ ∼ Dp(α,β ,γ,d), η ∼W (α,β ) and γ = 1, then for any x ∈ R,

lim
d→∞

P(ξ < x) = P(η < x), (17)

where α,d ∈ R, α,d > 0, β ∈ Bγ .

Proof. Utilizing the definitions of FP(x;α,β ,γ,d) and Bγ , if γ = 1, then the pliant
probability distribution function FP(x;α,β ,γ,d) may be written as

FP(x;α,β ,γ,d) =


0, if x≤ 0

1−ω
(−α,β )
d (x), if x ∈ (0,d)

1, if x≥ d.

(18)

Let x ∈ R be fixed. We will now distinguish the following two cases.

1. If x≤ 0, then FP(x;α,β ,γ,d) = FW (x;β ,λ ) holds by definition.

2. If x ∈ (0,d), d > 0, then

FP(x;α,β ,γ,d) = 1−ω
(−α,β )
d (x). (19)

Next, following Proposition 1, if d→ ∞, then

FP(x;α,β ,γ,d) = 1−ω
(−α,β )
d (x)→ 1− exp(−αxβ ) = FW (x;α,β ). (20)

That is,

lim
d→∞

P(ξ < x) = P(η < x). (21)

Some example plots of Weibull probability distribution functions and their approx-
imations by pliant probability distribution functions are shown in Figure 2. In each
subplot of Figure 2, the left hand side scale is associated with functions FW (x;α,β )
and FP(x;α,β ,γ,d), while the right hand side scale is related to the difference func-
tion FW (x;α,β )−FP(x;α,β ,γ,d). We can see that, in line with Proposition 2, the
goodness of approximation improves with the increasing value of the parameter d.
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Figure 2
Examples of Weibull- and pliant probability distribution function plots

3.1.1 Applications in Reliability Theory

Let the continuous random variable τ be the time-to-first-failure of a component or
system. In reliability theory, the failure rate function h(t) for τ is given by

h(t) = lim
∆t→0

F(t +∆t)−F(t)
∆tR(t)

=
f (t)
R(t)

, (22)

where f (t) is the probability density function of τ . The hazard function h(t) is
also called the failure rate function. In practice, the quantity h(t)∆t represents the
conditional probability that a component or a system will fail in the time interval
(t, t +∆t], given that it has survived up to time t, (t,∆t > 0).

A typical hazard function curve of a component or a system is bathtub-shaped; that
is, it can be divided into three distinct phases called the infant mortality period, use-
ful life, and wear-out period. It is typical that the probability distribution of τ is
different in the three characteristic phases of the bathtub-shaped hazard function.
If τ has a Weibull probability distribution with the parameters α,β > 0, then us-
ing (22), the hazard function hW (t;α,β ) of τ (which we call the Weibull hazard
function) is

hW (t;α,β ) =
fW (t;α,β )

1−FW (t;α,β )
=

αβ tβ−1 exp(−αtβ )

exp(−αtβ )
= αβ tβ−1, (23)

where fW (t;α,β ) is the probability density function of τ . Equation (23) suggests
an important property of the hazard function h(t;α,β ). Namely,

• if 0 < β < 1, then hW (t;α,β ) is decreasing with respect to time

• if β = 1, then hW (t;α,β ) is constant and has a value of α

• if β > 1, then hW (t;α,β ) is increasing with respect to time.
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That is, if τ ∼W (α,β ), then the failure rate function hW (t;α,β ), with appropriate
values of its parameters, can characterize each of the three phases of a bathtub-
shaped failure rate curve quite well. On the one hand, this flexibility of the Weibull
probability distribution makes it suitable for modeling the probability distribution of
time-to-first-failure random variable in a wide range of reliability analyses [23]. On
the other hand, the Weibull hazard function hW (t;α,β ) is either monotonic or con-
stant; that is, its curve cannot be bathtub-shaped. However, lifetime data of a com-
ponent or system typically require non-monotonic shapes like the bathtub shape.
Many modifications have been suggested for the Weibull probability distribution in
order to have non-monotonic shapes. See, for example, the publications [17], [25],
[22], [34], [37], [14], [13], [18], [27], [28], [4], [6]. A comprehensive review of the
known modifications to the Weibull probability distribution can be found in a quite
recent article [1]. Here, we will demonstrate that the hazard function of the pliant
probability distribution can be used to model both monotonic and bathtub-shaped
hazard rate curves.

Now let us assume that τ has a pliant probability distribution with the parameters
α,d > 0,γ = 1. In this case, β > 0 and the hazard function of τ , which we will call
the pliant hazard function, is

hP(t;α,β ,d) =
fP(t;α,β ,d)

1−FP(t;α,β ,d)
=

αβ tβ−1 d2β

d2β−t2β
ω

(−α,β )
d (t)

ω
(−α,β )
d (t)

=

= αβ tβ−1 d2β

d2β − t2β
,

(24)

if 0 < t < d, where fP(t;α,β ,d) is the probability density function of τ . Utilizing
(23) and (24), the pliant hazard function hP(t;α,β ,d) may be written as

hP(t;α,β ,d) = hW (α,β )g(t;β ,d), (25)

where

g(t;β ,d) =
d2β

d2β − t2β
, (26)

and α,β ,d > 0, t ∈ (0,d). That is, the pliant hazard function may be interpreted
as the Weibull hazard function multiplied by the corrector function g(t;β ,d). The
pliant hazard function hP(t;α,β ,d) has some key properties that make it suitable
for modeling bathtub-shaped failure rate curves. The following lemma allows us to
utilize the pliant hazard function as an alternative to the Weibull hazard function.

Lemma 3. For any t ∈ (0,d), if d → ∞, then hP(t;α,β ,d)→ hW (t;α,β ), where
α,β ,d > 0.

Proof. If t ∈ (0,d) is fixed and d→ ∞, then g(t;β ,d)→ 1 and so

hP(t;α,β ,d) = hW (α,β )g(t;β ,d)→ hW (α,β ). (27)
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The practical implication of this result is as follows. Since the Weibull hazard func-
tion can be utilized as a model for each phase of a bathtub-shaped failure rate curve
and hP(t;α,β ,d) ≈ hW (α,β ), if t is small compared to d, the pliant hazard func-
tion can also model each phase of the same bathtub-shaped failure rate curve, if d is
sufficiently large. That is, the pliant hazard function, as an alternative to the Weibull
hazard function, can be utilized as a phase-by-phase model of a bathtub-shaped fail-
ure rate curve.
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Figure 3
Plots of Weibull- and pliant hazard functions (Figure 5 in [11])

Figure 3 shows how the Weibull- and pliant hazard function curves can model each
characteristic phase of a failure rate curve. The plots in Figure 3 demonstrate the
results of the previous lemma; that is, if t � d, then the pliant hazard function
approximates the Weibull hazard function quite well.

The next lemma shows how that the pliant hazard function hP(t;α,β ,d) can be
utilized as a model for all the three phases of a bathtub-shaped failure rate curve.

Lemma 4 (Lemma 5 in [11]). If 0 < β < 1, then hP(t;α,β ,d) is strictly convex in
the interval (0,d) and hP(t;α,β ,d) has its minimum at

t0 = d
(

1−β

1+β

) 1
2β

. (28)

Proof. The lemma follows from the elementary properties of the pliant hazard func-
tion hP(t;α,β ,d) by using its first and second derivatives.

Figure 4 shows some plots of the pliant hazard function hP(t;α,β ,d) with 0 < β <
1.

Based on the above properties of the pliant hazard function, we may conclude that
the pliant probability distribution with γ = 1 can be employed to describe the prob-
ability distribution of the time-to-first-failure random variable in each characteristic
phase of a bathtub-shaped failure rate curve. Moreover, we have two possibilities for
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Figure 4
Examples of bathtub-shaped pliant hazard function plots (Figure 6 in [11])

modeling a bathtub-shaped failure rate curve. Namely, either we piecewise describe
each phase by a pliant hazard function, or we apply one pliant hazard function that
models the entire failure rate curve. It is worth noting here that the Weibull distribu-
tion is widely applied to model reliability of software systems (see, e.g. [19, 29]),
therefore, our pliant probability distribution, as an alternative to the Weibull proba-
bility distribution, can also be applied in this area.

3.2 Approximation to the Exponential probability Distribution
Function

If the random variable η has an exponential probability distribution with the pa-
rameter α > 0, then the probability distribution function Fexp(x;α) of η is given
by

Fexp(x;α) =

{
0, if x≤ 0
1− exp(−αx), if x > 0

(29)

[24]. We will use the notation η ∼ exp(α) to indicate that the random variable η has
an exponential probability distribution with the parameter α > 0. The probability
distribution function Fexp(x;α) is a special case of the Weibull probability distribu-
tion function FW (x;α,β ). Namely, if β = 1, then Fexp(x;α) = FW (x;α,β ). Based
on this, we can state the following proposition.

Proposition 3. If ξ ∼ Dp(α,β ,γ,d), η ∼ exp(α), γ = 1 and β = 1, then for any
x ∈ R,

lim
d→∞

P(ξ < x) = P(η < x), (30)

where α,d ∈ R, α,d > 0.

Proof. The proposition follows from Proposition 2.
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This result tells us that if γ = 1, β = 1, then the asymptotic pliant probability distri-
bution function, for the parameter d, is just the exponential probability distribution
function. Note that the pliant probability distribution is a generalization of the ep-
silon probability distribution that we introduced in [10].

3.2.1 Applications in Reliability Theory

The exponential probability distribution plays a significant role in the theory and
practice of reliability management [36, 32]. This distribution also appears fre-
quently in lifetime and reaction time studies. Here, we will discuss how the pli-
ant probability distribution, as an alternative to the exponential distribution, can be
applied to model failure rates.

Since the exponential probability distribution may be viewed as a special case of the
Weibull probability distribution, namely when β = 1, utilizing the Weibull hazard
function in (23) with β = 1 gives us the hazard function hexp(t;α) of the exponential
distribution with the parameter α > 0:

hexp(t;α) = hW (t;α,β )|β=1 = αβ tβ−1
|β=1 = α. (31)

That is, if τ ∼ exp(α), then the hazard function hexp(t;α) of τ is constant with the
value α . Based on Lemma 3, the pliant hazard function tends to the Weibull hazard
function, if d→ ∞. Applying this results for the special case where β = 1, we get
the following reduced pliant hazard function

hP(t;α) = hP(t;α,β )|β=1 = αβ tβ−1 d2β

d2β − t2β
∣∣β=1

= α
d2

d2− t2 , (32)

where t ∈ (0,d). There are two key properties of the pliant hazard function hP(t;α)
that should be mentioned here. These are:

1. If t ∈ (0,d) is fixed and d→ ∞, then hP(t;α)→ α .

2. hP(t;α) is monotonously increasing in the interval (0,d).

The practical implications of the above properties of the hazard function hP(t;α) are
as follows. If d is sufficiently large compared to t, then hP(t;α) is approximately
constant with the value α; that is, function hP(t;α) can be utilized to model the
quasi constant second phase of a bathtub-shaped failure rate curve. As hP(t;α) is
monotonously increasing in the interval (0,d), it can also be treated as a model of
the increasing third phase of a bathtub-shaped hazard curve (see also [10]).

3.3 Approximation to the Logistic Probability Distribution
Function

The 2-parameter probability distribution function FL(x; µ,s) of the random variable
that has a logistic probability distribution is commonly given by

FL(x; µ,s) =
1

1+ exp(− x−µ

s )
, (33)
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where µ,s ∈ R and s > 0 are the location and scale parameters of the distribution,
respectively [16, 3].

By applying the α = 1/s substitution and setting the location parameter µ to zero,
(33) may be written as

FL(x;α) =
1

1+ exp(−αx)
(34)

where α ∈ R, α > 0. From now on, we will utilize the logistic probability distri-
bution function in the latter form and use the notation η ∼ L(α) to indicate that
the random variable η has a logistic distribution with the parameter α > 0; that is,
P(η < x) = FL(x;α). The following proposition will demonstrate that the pliant
probability distribution function can be used to approximate the logistic distribution
function FL(x;α).

Proposition 4. If ξ ∼ Dp(α,β ,γ,d), η ∼ L(α), γ =−1, then for any x ∈ R,

lim
d→∞

P(ξ < x) = P(η < x), (35)

where α,d ∈ R, α,d > 0.

Proof. Since γ = −1 and β = 1, the pliant probability distribution function
FP(x;α,β ,γ,d) may be written as

FP(x;α,β ,γ,d) =


0, if x≤ 0

1
1+ω

(−α,β )
d (x)

, if x ∈ (−d,d)

1, if x≥ d.

(36)

Let x ∈ R be fixed. Now, utilizing the fact that β = 1 and exploiting Proposition 1
gives

FP(x;α,β ,γ,d) =
1

1+ω
(−α,β )
d (x)

d→∞−−−→ 1
1+ exp(−αx)

= FL(x;α). (37)

This result means that

lim
d→∞

P(ξ < x) = P(η < x). (38)

Based on Proposition 4, we can state that the pliant probability distribution func-
tion FP(x;α,β ,γ,d) can be used to approximate the logistic distribution function
FL(x;α). A few sample plots of logistic probability distribution functions and their
approximations by pliant probability distribution functions are shown in Figure 5.
In each subplot of Figure 5, the left hand side scale is associated with functions
FL(x;α) and FP(x;α,β ,γ,d), while the right hand side scale is related to the dif-
ference function FL(x;α)−FP(x;α,β ,γ,d). The plots show how the goodness of
approximation improves with increasing values of the parameter d.
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Figure 5
Examples of logistic- and pliant probability distribution function plots

3.3.1 The Kappa Regression Function

The logistic function as a regression function has a wide range of applications in
many fields, including economics, business, biology, the medical sciences and en-
gineering. Here, we will demonstrate that a function which can be derived from
the pliant probability distribution function may be viewed as an alternative to the
logistic regression function. If γ = −1, then β = 1 and the formula of the pliant
probability distribution function for x ∈ (−d,d) gives the following κ

(α)
d (x) func-

tion:

κ
(α)
d (x) =

1

1+
( d+x

d−x

)−αd
2

, (39)

where d > 0 and α ∈ R. Notice that here we allow α to take any value. Let Y
be a dichotomous random variable, and let 0 and 1 code its possible values. Here,
we model the conditional probability P(Y = k|x) as a function of the independent
variable x; x ∈ (a,b), k ∈ {0,1}. In our model, which we call the kappa regression
model [9], the odds O(x) are given by

O(x) =
P(Y = 1|x)

1−P(Y = 1|x)
=C′

(
x−a
b− x

)λ

, (40)

where λ ∈ R and C′ > 0. If C′ is written in the form C′ = exp(−c), then from (40):

P(Y = 1|x) = 1

1+ exp(c)
( b−x

x−a

)λ
= κ(x;λ ,a,b,c). (41)

Notice that the kappa function κ
(α)
d (y) can be derived from the kappa function

κ(x;λ ,a,b,c) by setting c = 0, λ = αd/2 and applying the linear transformation
x = y+d

2d (b−a)+a with d > 0.
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In the logistic regression model, the odds O(x) are modeled by

O(x) =
P(Y = 1|x)

1−P(Y = 1|x)
= exp(β1x+β0), (42)

and so

P(Y = 1|x) = 1
1+ exp(−β1x−β0)

, (43)

where β0,β1 ∈ R. The next lemma lays the foundations for using kappa regression
as an alternative to logistic regression.

Lemma 5. If a < b, (a+ b)/2 = x0 is constant, λ = β1
(x0−a)(b−x0)

b−a and a→−∞,
b→+∞ so that (a+b)/2 = x0, then for any x ∈ (a,b),

C′
(

x−a
b− x

)λ

→ exp(β1x+β0), (44)

where β0 = lnC′−β1x0, (C′ > 0).

Proof. Here, a→−∞, b→+∞ so that (a+b)/2= x0; that is, a→−∞ and b→+∞

may be written as a = x0−∆, b = x0 +∆, where ∆→ ∞. Then, if the conditions of
the lemma are satisfied,

lim
a→−∞
b→+∞

(
C′
(

x−a
b− x

)λ
)

= exp(β1x0 +β0) lim
a→−∞
b→+∞

(
x−a
b− x

)β1
(x0−a)(b−x0)

b−a
=

= exp(β1x0 +β0) lim
∆→∞

(
x− x0 +∆

∆− (x− x0)

)β1
∆

2
.

(45)

Similar to the proof of Proposition 1, it can be shown that

lim
∆→∞

(
x− x0 +∆

∆− (x− x0)

)β1
∆

2
= exp(β1(x− x0)), (46)

and so the chain in (45) can be continued as

exp(β1x0 +β0) lim
∆→∞

(
x− x0 +∆

∆− (x− x0)

)β1
∆

2
=

= exp(β1x0 +β0)exp(β1(x− x0)) = exp(β1x+β0).

(47)

Hence, we have demonstrated that logistic regression may be regarded as asymptotic
kappa regression. Based on our findings, kappa regression may be treated as a quasi
logistic regression, where the explanatory variable is defined over a bounded subset
of the real numbers. This property of kappa regression is advantageous in situations
where the explanatory variable is defined over a bounded subset of real numbers,
the empirical conditional probabilities exhibit an asymmetric trend and there are
empirical conditional probabilities very close to zero or one at the terminal locations
of the domain of the explanatory variable [9].
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3.4 Approximation to the Standard Normal Probability Distri-
bution Function

The probability distribution function Φ(x) of the standard normal random variable
is given by

Φ(x) =
1√
2π

x∫
−∞

exp
(
− t2

2

)
dt. (48)

We will use the common notation η ∼ N(0,1) to indicate that the random variable
η has the standard normal probability distribution. The fact that the probability dis-
tribution function Φ(x) cannot be expressed in a closed form and the practical needs
for computing its values provided the motivation for researchers and practitioners to
approximate the standard normal probability distribution function. These research
efforts resulted in an extremely wide range of approximations with various appli-
cations. Most of the approximations belong to the group of ad-hoc methods which
typically utilize an a priori selected parametric function and apply various mathe-
matical techniques to estimate the parameters in order minimize the approximation
error. [21], [30] and [35] gave comprehensive overviews of the approximation for-
mulas in their reviews. In general, we can say that the accuracy of approximations
increases with the complexity of formulas and with the number of parameters they
have.

Among the many ad-hoc approximations available, the 1-parameter logistic func-
tion, which has the same form as the logistic probability distribution function
FL(x;α), can also be applied to approximate the standard normal probability dis-
tribution function (see, for example, the books of [31], [3], and [15], and the paper
of [5]). Here, we will utilize Tocher’s approximation and the pliant probability dis-
tribution function to obtain a novel approximation (which has only one parameter
and a very simple formula) to the standard normal probability distribution function.
Tocher’s approximation, which we denote by ΦT (x), utilizes the logistic probability
distribution function FL(x;α) with α = 2

√
2/π . That is,

ΦT (x) =
1

1+ exp(−2
√

2/πx)
. (49)

It is worth mentioning here that the probability density function of Tocher’s approxi-
mation can be derived from sigmoid fuzzy membership functions by using operators
of continuous-valued logic [8]. Note that setting α to 2

√
2/π ensures that function

ΦT (x) is identical with function Φ(x) to first order at x = 0. Furthermore, based on
Proposition 4, if α = 2

√
2/π , γ =−1 and β = 1, then for any x ∈ R,

lim
d→∞

FP(x;α,β ,γ,d) = ΦT (x). (50)

These results tell us that the following function, which we call the quasi logistic
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probability distribution function

Φκ,d(x) =


0, if x≤ 0

1

1+( d+x
d−x )

−
√

2/πd
, if x ∈ (−d,d)

1, if x≥ d

(51)

can be applied to approximate the standard normal probability distribution function
Φ(x), where d > 0. Notice that Φκ,d(x) = FP(x;α,β ,γ,d) with the parameter values
α = 2

√
2/π , γ = −1 and β = 1, so the function Φκ,d(x) is in fact a probability

distribution function.

In fuzzy logic, the linguistic modifiers like ”very”, ”more or less”, ”somewhat”,
”rather” and ”quite” over fuzzy sets that have strictly monotonously increasing or
decreasing membership functions, can be modeled by the following unary operator,
which is also known as the kappa function [7].

Definition 5. The kappa modifier operator (kappa function) is given by

κ
(λ )
ν ,ν0(x) =

1

1+ 1−ν0
ν0

(
ν

1−ν

1−x
x

)λ
, (52)

where ν ,ν0 ∈ (0,1), λ ∈ R, and x is a continuous-valued logic variable.

Notice that if ν = ν0 = 0.5, then the function Φκ,d(x) for x ∈ (−d,d) can be derived
from the kappa function κ

(λ )
ν ,ν0(x) in (52) by setting λ =

√
2/πd and applying the

x′ = (x+d)/(2d) linear transformation (d > 0). The κ index in the notation Φκ,d(x)
indicates that this function is connected with the kappa modifier operator.

It can be shown numerically that |Φ(x)−Φκ,d(x)| is approximately minimal, if
d = 3.1152. In this case, the maximum absolute approximation error is 2.15 ·10−3.
Considering that 3.1152 is close to π , using d = π instead of d = 3.1152 does
not worsen significantly the approximation accuracy. If d = π , then the maximum
absolute approximation error is 2.3570 · 10−3. Thus, we propose the use of func-
tion Φκ,π(x) for approximation as this function has a very simple formula and its
maximum absolute approximation error is just slightly greater than that of function
Φκ,d(x) with d = 3.1152 [8]:

Φκ,π(x) = Φκ,d(x)
∣∣
d=π

=


0, if x≤−π

1

1+( π−x
π+x )

√
2π
, if x ∈ (−π,+π)

1, if x≥+π.

(53)

Recall that Φκ,π(x) = FP(x;α,β ,γ,d) with the parameter values α = 2
√

2/π ,
β = 1, γ =−1 and d = π; that is, Φκ,π(x) is a special case of the pliant probability
distribution function. It should be added that there are just a few known approxi-
mations with a single constant parameter in this accuracy range (e.g. [26], [20], [2],
[12]), and all these approximations include exponential terms, while Φκ,π(x) does
not contain any. That is, to the best of our knowledge, in this accuracy range, there
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is no other known approximation that has such a simple formula as Φκ,π(x). The
known approximations with a better accuracy have more complex formulas, while
the ones with similar complex formulas do not have a higher accuracy.
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Figure 6
Approximation to the standard normal distribution function by a pliant (quasi logistic) distribution func-
tion

Figure 6 shows that the pliant probability distribution function fits quite well to the
standard normal probability distribution function. Based on the above results, we
can state the following proposition.

Proposition 5. If ξ ∼Dp(α,β ,γ,d), η ∼ N(0,1), α = 2
√

2/π , γ =−1 and d = π

then for any x ∈ R,

max
x∈R
|P(η < x)−P(ξ < x)|< 2.36 ·10−3. (54)

Proof. See the previous results of this section.

Conclusions

Table 1 summarizes how the pliant probability distribution function (pliant CDF)

FP(x;α,β ,γ,d) =


0, if x≤ d

2 (γ−1)(
1− γω

(−α,β )
d (x)

)γ

, if x ∈
( d

2 (γ−1) ,d
)

1, if x≥ d,

(55)

where α,d ∈ R, α > 0, d > 0, β ∈ Bγ , γ ∈ {−1,1}, can be applied to approximate
some well-known probability distribution functions. Based on the theoretical results
and findings of our study, we may conclude that the pliant probability distribution
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Table 1
Summary of approximations by the pliant CDF

Parameters
and domain of Approximated Approximation

FP(x) = FP(x;α,β ,γ,d) CDF error

α > 0,β > 0

γ = 1,d > 0

x ∈ (0,d)

FW (x;α,β ) =

=

{
0, x≤ 0
1− exp(−αxβ ), x > 0

lim
d→∞

|FW (x;α,β )−FP(x)|= 0

α > 0,β = 1

γ = 1,d > 0

x ∈ (0,d)

Fexp(x;α) =

=

{
0, x≤ 0
1− exp(−αx), x > 0

lim
d→∞

|Fexp(x;α)−FP(x)|= 0

α > 0,β = 1

γ =−1,d > 0

x ∈ (−d,d)

FL(x;α) =

=
1

1+ exp(−αx)

lim
d→∞

|FL(x;α)−FP(x)|= 0

α = 2
√

2/π,β = 1

γ =−1,d > 0

x ∈ (−d,d)

Φ(x) =

=
1√
2π

x∫
−∞

exp
(
− t2

2

)
dt

max
x∈R
|Φ(x)−FP(x)|< 2.36 ·10−3

function may be viewed as an alternative to some key probability distribution func-
tions including the Weibull-, exponential, logistic and standard normal probability
distribution functions. We showed that our results can be utilized in a wide range of
fields that include engineering, economics and the social sciences.
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