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Abstract: Optimization is a topic that has always been discussed in all different fields of science. One of the most 

effective techniques for solving such problems is optimization algorithms. In this paper, a new optimizer called Multi-

Leader optimizer (MLO) is developed in which multiple leaders guide members of the population towards the optimal 

answer. MLO is mathematically modelled based on the process of advancing members of the population and following 

the leaders. MLO performance in optimization is examined on twenty-three standard objective functions. The results 

of this optimization are compared with the results of the other eight existing optimization algorithms including Genetic 

Algorithm (GA), Particle Swarm Optimization (PSO), Teaching-Learning-Based Optimization (TLBO), Gray Wolf 

Optimizer (GWO), Grasshopper Optimization Algorithm (GOA), Emperor Penguin Optimizer (EPO), Shell Game 

Optimization (SGO), and Hide Objects Game Optimization (HOGO). Based on the analysis of the simulation results 

on unimodal test functions to evaluate exploitation ability and multimodal test functions in order to evaluate 

exploration ability, it has been determined that MLO has a higher ability to solve optimization problems than existing 

optimization algorithms. 
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1. Introduction 

Each optimization problem is modeled in three 

main parts: primary objectives (constraints), 

secondary objectives (objective functions), and 

decision variables (problem variables). Primary 

objectives, which are the most important part of an 

optimization problem, include limitations and 

constraints that should be the first priority in solving 

the problem. Secondary objectives are the objective 

functions of the problem that should actually be the 

minimum or maximum objective based on the 

conditions required in the problem. Achieving 

secondary goals must be done by considering the 

primary objectives and observing all the constraints 

and limitations.  

After mathematical modeling of an optimization 

problem, it must be solved using the appropriate 

method. There are different methods for solving 

optimization problems. Optimization algorithms with 

high power in solving optimization problems are 

always considered as one of the effective methods of 

solving optimization problems [1]. In this regard, 

optimization algorithms have been applied by 

scientists in various fields such as energy [2], 

protection [3], distribution systems [4, 5], storage 

designing [6], electrical engineering [7, 8], energy 

commitment [9], and energy carriers [10, 11] to 

achieve the optimal solution. Optimization 
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algorithms with random search in problem solving 

space can provide a suitable solution for a problem 

[12].  

Over the years, scientists have developed 

numerous optimization algorithms to solve 

optimization problems. The basis of the design of 

optimization algorithms is the attitude to various 

phenomena in the world, the movements and 

collective lives of creatures, physical laws, and the 

rules of individual and group games. In all of these 

phenomena there is a process of progress and a desire 

to achieve a goal that is mathematically simulated 

[13]. Therefore, optimization algorithms can be 

classified into four general groups of game-based 

algorithms, physics-based algorithms, evolutionary-

based algorithms, and swarm-based algorithms based 

on their design ideas. 

Game-based optimization algorithms are 

designed based on simulating player behavior and 

different game rules of both group and individual 

types. The darts game optimizer (DGO) [14] as one 

of this types algorithms is designed based on 

simulation of the darts throws and earning points by 

players in darts game. Simulation of the performance 

of football clubs in the football game to achieve the 

championship in the football league is used to design 

football game based optimization (FGBO) [13]. 

Other algorithms in this group include: Orientation 

Search Algorithm (OSA) [15, 16] based on 

simulation of orientation game, Dice Game 

Optimizer (DGO) [17] based on simulation of dice 

game, Shell Game Optimization (SGO) [18], and 

Hide Objects Game Optimization (HOGO) [19]. 

Physics-based optimization algorithms based on 

mathematical simulation of physical laws and 

processes are introduced in optimization science. The 

spring search algorithm (SSA) [12, 20], which is one 

of the physics-based algorithms, has been developed 

based on Hooke's law in a system called weight and 

spring. The laws of physics have provided great 

capacity for the introduction of new algorithms. 

Black hole phenomenon is applied to design Black 

Hole (BH) [21], chemical reactions processes is 

applied to design Artificial Chemical Reaction 

Optimization Algorithm (ACROA) [22]. Other 

algorithms in this group include: Curved Space 

Optimization (CSO) [23], Galaxy-based Search 

Algorithm (GbSA) [24], Ray Optimization (RO) [25] 

algorithm, Small World Optimization Algorithm 

(SWOA) [26]. 

Evolutionary-based optimization algorithms have 

involved evolution of a population in order to create 

new generations of genetically superior individuals 

[27]. Differential Evolution (DE) [28],  Genetic 

Algorithm (GA) [29], Genetic Programming (GP) 

[30], Evolution Strategy (ES) [31], and 

Biogeography-based Optimizer (BBO) [32] are part 

of this group of algorithms. 

Swarm-based optimization algorithms have been 

developed based on simulations of behaviors, 

lifestyles, and processes in the life of living 

organisms to solve optimization problems. The 

behavior of donkeys to achieve feed and donkey 

theorem has been used in the design of the Donkey 

Theorem Optimization (DTO) [33]. Simulation of the 

behavior and movement of ants to achieve the 

shortest path has been used in the design of the Ant 

Colony Optimization (ACO) [34]. Other algorithms 

in this group include: Particle Swarm Optimization 

(PSO) [35], Group Optimization (GO) [36],  

Artificial Bee Colony (ABC) [37], Rat Swarm 

Optimizer (RSO) [38],  Bat-inspired Algorithm (BA) 

[39], Following Optimization Algorithm (FOA) [40], 

Emperor Penguin Optimizer (EPO) [41], Cuckoo 

Search (CS) [42],  Spotted Hyena Optimizer (SHO) 

[43], Teaching-Learning-Based Optimization 

(TLBO) Algorithm [44], Grasshopper Optimization 

Algorithm (GOA) [45], Doctor and Patient 

Optimization (DPO) [46], and Gray Wolf Optimizer 

(GWO) [47].  

As mentioned so far, many optimization 

algorithms based on different ideas to solve various 

optimization problems have been developed in 

different sciences. Although the idea of designing 

optimization algorithms is different, all of these 

methods provide a solution to the problem based on a 

random search in the problem-solving space. 

Therefore, the solution obtained using optimization 

algorithms is not necessarily the optimal solution. 

Given that the solution obtained by the algorithm is 

close to the optimal solution, it is introduced as a 

quasi-optimal solution. Accordingly, the main 

criterion for the superiority of optimization 

algorithms over each other is to provide the best 

quasi-optimal answer. This has been the main reason 

for the design of many optimization algorithms by 

researchers. 

Based on this, the contributions the authors of this 

article are in designing a new algorithm called Multi-

Leader optimizer (MLO) algorithm that can be used 

to solve various optimization problems. The 

proposed optimizer is designed to guide the algorithm 

toward a quasi-optimal solution, using more 

information from members of the population, and 

following several leaders. The main advantage and 

feature of the MLO is the lack of control parameters 

and thus parameter adjustment. Another feature of the 

proposed algorithm is scanning the search space 

under the guidance of several leaders instead of just 

the best member of the population. 
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The rest of the present paper is as follows: In 

Section 2, the problem definition is presented. Then, 

in section 3, the proposed multi-leader optimization 

algorithm and its mathematical equations are 

presented. The simulation of proposed algorithm and 

the discussion of the results are covered in Section 4. 

Finally, conclusions, summaries and several 

suggestions for future work are presented. 

2. Problem definition 

Optimization means finding the best possible 

solution to a problem by considering its constraints. 

In different fields of science, after facing an 

optimization problem, first the variables are 

determined, its different constraints are considered. 

Then, based on the intended objectives, the objective 

function is mathematically modeled. 

Thus, the mathematical model for an optimization 

problem is defined using Eq. (1) to Eq. (4). 

 

𝑂𝐹 = min  {𝑓(𝑥1, … , 𝑥𝑖 , … , 𝑥𝑚)}          (1) 

 

Subject to 

𝑔𝑗(𝑥1, … , 𝑥𝑖, … , 𝑥𝑚) ≤ 0, 𝑗 = 1: 𝑛𝑔     (2) 

 

ℎ𝑘(𝑥1, … , 𝑥𝑖 , … , 𝑥𝑚) = 0, 𝑘 = 1: 𝑛ℎ    (3) 

 

𝑥𝑖 ∊ 𝐷𝑖, 𝑖 = 1:𝑚                                   (4) 

 

Where, 𝑂𝐹 is the objective function, 𝑥𝑖 is the i'th 

variable, 𝑚 is the number of variables, 𝑔𝑗 is the j'th 

inequality constraint, 𝑛𝑔 is the number of inequality 

constraint, ℎ𝑘 is the k'th equality constraint, 𝑛ℎ is the 

number of equality constraint of optimization 

problem, and 𝐷𝑖 is the i'th domain contains the finite 

set of values which can be assigned to variable 𝑥𝑖. 
After mathematical modeling of the optimization 

problem, the problem can be solved using different 

optimization methods specially optimization 

algorithms. 

Various methods have been proposed to solve 

optimization problems. 

Graphical methods find the answers to the 

optimization problem by drawing the feasible area 

and the objective function. These methods are used 

for problems with two variables. Because the 

objective and possible function of problems with 

more than two decision variables can not be drawn 

and visualized. Graphical methods are rarely used in 

practice [48]. Classical methods as one of the old 

methods are able to achieve the optimal answer. 

These methods, which use gradient information, are 

used only for continuous problems and cannot be 

used for discrete problems. With increasing variables 

and constraints, it becomes very difficult to use 

gradient-based methods. Therefore, these methods do 

not have the necessary efficiency in solving complex 

problems [49]. Numerical methods for solving 

optimization problems require an initial conjecture 

and then improve this conjecture with consecutive 

repetitions to get close enough to an answer to the 

problem. In other words, numerical methods based on 

initial conjecture create a sequence that converges to 

a solution to a problem. The difference between 

numerical methods is in how the sequence is created. 

This is the main weakness of numerical methods, 

because it is not easy to find the initial conjecture for 

which the method converges [50]. 

Optimization algorithms are one of the most 

widely used methods in solving optimization 

problems. Optimization algorithms that are designed 

based on various phenomena and laws of nature by 

random search in the problem-solving space provide 

a suitable solution close to the global solution of the 

problem [19]. 

The high ability of optimization algorithms to 

solve optimization problems has led researchers to 

design a variety of algorithms. 

3. Multi-Leader optimizer (MLO) 

In this section, multi-leader optimizer (MLO) is 

mathematically modeled for implementation on 

various optimization problems. The main idea of the 

proposed algorithm is to use more information from 

the members of the algorithm population. In this case, 

members of the algorithm population use the 

information of several leaders to search in the 

problem-solving space. 

Each member of the algorithm population is a 

proposed solution to the optimization problem which 

is defined by Eq. (5). 

 

𝑋𝑖 = [𝑥𝑖
1, … , 𝑥𝑖

𝑑 , … , 𝑥𝑖
𝑚 ]                      (5) 

 

Where, 𝑋𝑖  is the i'th member of population and 

𝑥𝑖
𝑑 is the d'th variable of optimization problem.  

Members of the population are evaluated by placing 

them in the fitness function. Then the population 

matrix is sorted based on the smallest value of the 

fitness function which is defined using Eq. (6). 

 

𝑋𝑠𝑜𝑟𝑡 = [
𝑋1
𝑠𝑜𝑟𝑡

⋮
𝑋𝑁
𝑠𝑜𝑟𝑡

  | 

𝑋𝑟1
⋮
𝑋𝑟𝑁

   |  
min(𝑓𝑖𝑡)

⋮
max (𝑓𝑖𝑡)

  ]     (6) 

 

Where, 𝑋𝑠𝑜𝑟𝑡  is the sorted matrix of algorithm 

population, 𝑋1
𝑠𝑜𝑟𝑡  is the member with best fitness 
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value, 𝑋𝑁
𝑠𝑜𝑟𝑡 is the member with worst fitness value, 

𝑋𝑟1  is the member of population with first rank based 

on fitness value, 𝑋𝑟𝑁  is the member of population 

with worst rank based on fitness value, 𝑓𝑖𝑡  is the 

fitness value, and 𝑁  is the number of member of 

population.  

After sorting the population matrix, a certain 

number of the highest ranked population is selected 

as the leader. These leaders, which are updated with 

each iteration, guide members of the population 

toward the optimal solution. These leaders are 

determined using (7). 

 

𝐿 = {𝑋𝑙
𝑠𝑜𝑟𝑡 , 𝑋𝑙

𝑠𝑜𝑟𝑡  ∊ 𝑋𝑠𝑜𝑟𝑡 , 𝑙 = 1: 𝑛𝐿}       (7) 

 

𝑋𝑠𝑜𝑟𝑡 = 

[
 
 
 
 
𝑋1
𝑠𝑜𝑟𝑡

⋮
𝑋𝑛𝐿
𝑠𝑜𝑟𝑡

⋮
𝑋𝑁
𝑠𝑜𝑟𝑡]

 
 
 
 

𝑁×𝑚

 →    𝐿 =

[
 
 
 
 
𝑋1
𝑠𝑜𝑟𝑡

⋮
𝑋𝑙
𝑠𝑜𝑟𝑡

⋮
𝑋𝑛𝐿
𝑠𝑜𝑟𝑡

]
 
 
 
 

𝑛𝑙×𝑚

 

 

Where, 𝐿 is the selected leader members matrix 

and 𝑛𝐿 is the number of leaders. 

The algorithm population in MLO is updated in two 

phases.  

In the first phase, each member of the population 

is moved in the search space based on the position of 

the leaders. The update method for each member is 

such that for each variable (each dimension of 

location) one of the leaders is determined based on 

the roulette wheel. Each leader may be selected to 

update multiple variables of each suggestion solution 

(each population member). The first phase is 

simulated using Eq. (8) to Eq. (13). 

 

𝑓𝑖𝑡𝑖
𝑛 =

𝑓𝑖𝑡𝑖−max (𝑓𝑖𝑡)

∑ (𝑓𝑖𝑡𝑗−max (𝑓𝑖𝑡))
𝑁
𝑗=1

                           (8) 

 

𝑃𝑙 =
𝑓𝑖𝑡𝑙

𝑛

∑ 𝑓𝑖𝑡𝑗
𝑛𝑛𝑙

𝑗=1

                                                 (9) 

 

𝐶𝑙 = 𝑃𝑙 + 𝐶𝑙−1,  𝐶0 = 0 & 𝑙 = 1: 𝑛𝑙        (10) 

 

𝐿𝑖,𝑐
𝑑 =

{
 
 

 
 
𝐿1 = 𝑋1

𝑠𝑜𝑟𝑡 ,  0 ≤  𝑟 ≤ 𝐶1
⋮             ,          ⋮

𝐿𝑐 = 𝑋𝑐
𝑠𝑜𝑟𝑡 ,    𝐶𝑐−1 ≤  𝑟 ≤ 𝐶1

⋮             ,          ⋮

𝐿𝑛𝑙 = 𝑋𝑛𝐿
𝑠𝑜𝑟𝑡 , 𝐶𝑛𝑙−1 ≤  𝑟 ≤ 𝐶𝑛𝑙

  (11) 

 

𝑥𝑖,𝑛𝑒𝑤
𝑑 = 𝑥𝑖

𝑑 + 𝑟𝑎𝑛𝑑(𝐿𝑖,𝑐
𝑑 − 2 × 𝑥𝑖

𝑑)      (12) 

 

𝑋𝑖 = {
𝑋𝑖,𝑛𝑒𝑤 , 𝑓𝑖𝑡𝑖,𝑛𝑒𝑤  ≤ 𝑓𝑖𝑡𝑖
𝑋𝑖         , 𝑒𝑙𝑠𝑒

              (13) 

Where, 𝑓𝑖𝑡𝑖
𝑛  is the normalized fitness function 

for i’th population member, 𝑃𝑙  is the probability of 

selection of l’th leader to guide the variable, 𝐶𝑙 is the 

cumulative probability of l’th leader, 𝑥𝑖,𝑛𝑒𝑤
𝑑  is the 

new value for d’th dimension of i’th variable, 𝐿𝑖,𝑐
𝑑  is 

the d’th dimension of selected c’th leader to guide 

d’th variable of i’th population member, and 𝑟 is the 

random number in [0,1] interval. 

In the second phase, after updating according to 

the first phase, each member of the population makes 

the small random move in their own neighbourhood. 

If the new position is more appropriate, the member 

updates its position to new status, otherwise it will 

return to its previous position. This phase is 

mathematically modeled using Eq. (14) and Eq. (15). 

 

𝑥𝑖,𝑛𝑒𝑤
𝑑 = 𝑥𝑖

𝑑 + 2 × (1 −
𝑡

𝑇
) ×                        

                  (−0.2 + 𝑟𝑎𝑛𝑑 × 0.4) × 𝑥𝑖
𝑑      (14) 

 

𝑋𝑖 = {
𝑋𝑖,𝑛𝑒𝑤 , 𝑓𝑖𝑡𝑖,𝑛𝑒𝑤  ≤ 𝑓𝑖𝑡𝑖
𝑋𝑖         , 𝑒𝑙𝑠𝑒

               (15) 

 

Where, 𝑡 is the t’th iteration of algorithm and 𝑇 is 

the maximum number of iteration. 

The proposed MLO algorithm is applicable to various 

optimization problems in all field of science. The 

flowchart of the implementation of the MLO to 

optimization problem is shown in Fig. 1. 

4. Simulation study and discussion 

In this section, in order to evaluate the 

performance of the MLO in solving optimization 

problems, the proposed optimizer is implemented on 

a set of twenty-three different objective functions.  

These objective functions are categorized into three 

different groups including unimodal [47], 

multimodal [38], and fixed-dimension multimodal 

functions [41]. In order to analyze the ability of the 

MLO to solve these objective functions, the results 

obtained from the simulation of the proposed 

optimizer are compared with the results of the other 

eight existing optimization algorithms including GA 

[29], PSO [35], TLBO [44], GWO [47], GOA [45], 

EPO [41], SGO [18], and HOGO [19]. 

The experimentation has been done on MATLAB 

R2014a version in the environment of Microsoft 

Windows 7 using 64 bit Core i-7 processor with 2.40 

GHz and 8 GB main memory. The average and 

standard deviations of the best optimal solution are 

mentioned in Tables 1-3. 
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4.1 Uniimodal objective functions 

Objective functions F1 to F7 as single-model 

functions are used to evaluate the power of 

optimization algorithms in achieving the optimal 

solution. An algorithm that provides a better solution 

has higher exploitation power. The results of this 

simulation, shown in Table 1, indicate the superiority 

and high ability of the proposed MLO algorithm in 

this type of objective functions.  

4.2 Multimodal objective functions with high 

dimension 

Objective functions F8 to F13 as multimodal test 

functions are used to evaluate the power of 

optimization algorithms in searching the search space. 

In these objective functions, the number of local 

solutions increases exponentially with increasing 

function dimensions. Therefore, the algorithm that 

provides a better solution has higher exploration 

power than other algorithms. The results of 

simulation on F8 to F13, which is shown in Table 2, 

indicate the superiority and high ability of the 

proposed MLO algorithm to solve multimodal test 

functions. 

4.3 Multimodal objective functions with low 

dimension 

Objective functions F14 to F23 as multimodal test 

functions with low dimension are used to evaluate the 

power of optimization algorithms in both of the 

searching the search space and the providing optimal 

solution. These functions have a low number of 

dimensions and have few local minimums. Results of 

implementation of MLO and other mentioned 

algorithms are presented in Table 3. These results 

show the proper performance of MLO to optimize 

these types of objective functions. 

4.4 Discussion and theoretical explanation 

Exploration power and exploitation power are 

two very important indicators in evaluating the 

quality and ability of optimization algorithms to solve 

optimization problems. An algorithm must scan the 

search space accurately in the initial iterations. 

During the iterations of the algorithm and after a 

proper search, the algorithm must reach the 

appropriate optimal solution. 

The exploitation power of an algorithm indicates 

the ability of that algorithm to find the appropriate 

solution to an optimization problem. This concept is 

explained by the fact that an algorithm that provides 

a better quasi-optimal solution has higher 

exploitation power. Objective functions F1 to F7 are 

used to analyses and compare the exploitation power 

index in optimization algorithms. According to Table 

1, which shows the optimization results of the 

proposed MLO algorithm and the other eight 

compared algorithms for these objective functions, it 

is clear that the MLO has provided much more 

appropriate solutions and as a result has higher 

exploitation power than the other eight algorithms. 

Exploration power means the ability to search in 

the problem-solving space of an optimization 

problem. This factor is very important in 

optimization problems with the number of local 

optimal points. An algorithm that scans the search 

space more accurately has a higher exploration power 

and is therefore able to achieve a quasi-optimal 

solution close to the optimal solution by passing 

through local optimal solutions. Objective functions 

F8 to F23 are used to analyze and compare the 

exploration power index in optimization algorithms. 

According to Tables 2 and 3, which show the 

optimization results of the proposed algorithm and 

the other eight compared algorithms for these 

objective functions, it is clear that the proposed MLO 

algorithm with accurate and powerful search of 

search space provides much more appropriate 

solutions by passing local optimal solutions and 

therefore has higher exploration power than other 

algorithms. 

Therefore, it can be stated that the proposed 

algorithm has been able to provide more appropriate 

solutions by maintaining a balance between 

exploration power and exploitation power and is 

much more competitive than the other eight 

optimization algorithms to implement in solving 

optimization problems. 

5. Conclusions 

There are many optimization problems in 

different fields of science that must be solved in a 

proper method. Optimization algorithms have a high 

capability in solving optimization problems and 

providing quasi-optimal solutions close to the 

optimal solution. In this paper, a new optimization 

algorithm called multi-leader optimizer (MLO) has 

been presented which the main its idea is to use more 

information of the top population members as leaders 

in order to move the population in the search space 

and achieve to quasi-optimal solution. 

The performance of the MLO has been evaluated 

on a set of different objective functions including 

unimodal, multimodal, and fixed-dimension 

multimodal functions. Unimodal objective functions  
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Figure. 1 flowchart of MLO 
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are applied to evaluate the exploitation ability of 

optimization algorithms. multimodal, and fixed-

dimension multimodal objective functions are used in 

order to evaluate exploration ability of optimization 

algorithms. 

Based on the results of implementing the 

proposed algorithm on standard objective functions, 
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it is determined that the MLO has a high ability to 

search for problem-solving space as an exploration 

index and to achieve a quasi-optimal solution very 

close to the global optimal as an exploitation index. 

In order to analyse the ability of the MLO to solve 

these objective functions, the results obtained from 

the simulation of the proposed optimizer are 

compared with the results of the other eight existing 

optimization algorithms including GA, PSO, TLBO, 

GWO, GOA, EPO, SGO, and HOGO. The results 

obtained from the simulation and comparison of the 

results obtained from the MLO with eight other 

algorithms show the superiority of the proposed 

algorithm in solving various optimization problems. 
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