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 
ABSTRACT 
The creation of smart cities aims to reduce the problems posed 
by the continuous evolution of population density and 
urbanization. Smart City applications produce a huge amount 
of data every day. Thus, the knowledge of these large data in a 
context of urban and intelligent decision-making has become 
an issue for current systems. Large data analysis frameworks 
offer significant inventive potential in the new area of the 
smart community. This paper propose a new architecture for 
large data analysis for smart cities called "BIG DATA 
ANALYTICS FRAMEWORK FOR SMART CITY 
(BDAFSC)", The proposed framework specifically addresses 
a conceptual and technological model by creating several 
layers of abstraction. The proposed architecture is generic and 
can be applied to a wide range of smart city use cases. 
 
Key words: Smart city, data analytics, spark, Hadoop, Big 
data, Internet of things, Urban data, structured data, 
semi-structured data, unstructured data, Spark streaming. 
 
1. INTRODUCTION 
 
Today, the Internet of Things is one of the emerging 
technologies, it is clear that in the coming years, all the things 
on this earth will be connected to each other and we will live 
in a connected world. Every individual must be informed of 
this technology that is invading the world where every object, 
device or person will be connected to each other and will live 
a better organized life than today's, targeting sustainable 
economic growth and a better quality of life for its inhabitants 
and visitors. The Internet of Things is a new technology for 
the smart city that interconnects different digital devices 
through the Internet, offering many innovative tools from 
academia to industry. The smart city is an ubiquitous 
conceptual change that has transformed the entire landscape 
through the use of information and communication 
technologies (ICT). 
The rapid growth of information and communication 
technologies offers opportunities to many societal services, 
providing users with techniques to access different types of 
systems [33]. 
Smart City applications create a large amount of data that 
makes up large volumes of data. The extraction of hidden 

 
 

information and relationships from these large data is a new 
trend in information systems, to provide better services to 
citizens and support the decision-making process. The 
proposed framework deals specifically with the conceptual 
and the technological model by creating multiple layers of 
abstraction, more, the machine learning part is implicitly 
included, in the form of a new optimized algorithm that aims 
to generalize a set of rules from historical data in order to 
describe the reel data generation process, predict future events 
and allow decision-making process, therefore extracting 
valuable insights to plan for any expansion in smart city 
services, resources, or areas. 
 
We propose a new architecture for ingestion and historical 
data analysis to provide meaningful and useful information 
for real-time analysis. in our proposal, historical (batch) 
analytics will improve the quality of real-time analytics on 
IoT data. We deploy our architecture using open source 
elements optimized for large data applications such as spark 
and Hadoop framework. 
 
This section is an introductory section about the subjects and 
motive for this paper, the rest is organized as follows: the 
background literature and Related works in this field are 
reviewed and reported in Section 2, architectural 
specification, the Data Flow Diagram, the conceptual and the 
technological view are reviewed, explained, briefed and 
illustrated in Section 3. and the conclusion together with 
future research trends are presented in Section 4.  
 
2. BACKGROUND LITERATURE AND RELATED 
WORKS 
In this context, multiple architectures are proposed, focusing 
only on sensor data, social networks or intelligent 
applications. The study of these works shows significant 
results, but they are incomplete because the authors propose 
an architecture adapted only to a subject related to a data 
source, while the data sources in an intelligent city are diverse.  
In addition, the authors are not always sufficiently detailed on 
how the technologies used will work and communicate with 
each other in a large data environment, as well as on the 
availability of data, despite all the constraints mentioned 
above, it was possible to find some work addressing the same 
research question as us. 
The Lambda architecture was proposed by [1] to address this, 
and provides a scalable and fault tolerant architecture for 
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processing both real-time and historical data in an integrated 
fashion. The purpose of this architecture was to present a 
software design pattern, the lambda architecture unifies online 
and batch processing within a single framework. The pattern 
is suited to applications where there are time delays in data 
collection and availability through dashboards, requiring data 
validity for online processing as it arrives. The pattern also 
allows for batch processing for older data sets to find 
behavioral patterns as per user needs. 
The purpose of this architecture is to analyze very large 
amounts of data upon receipt in an efficient, timely and 
fail-safe manner. Emphasis was placed on the speed of OLAP 
(Online Analytical Processing) style calculations, such as 
viewing web pages and analyzingclickpaths. It was not 
designed to make event-based decisions or react to events as 
they occur [2]. It includes batch, rate and service processing 
layers, which must be synchronized to work closely together, 
and it is complex and difficult to deploy and maintain [3]. 
The work of [4] presents a model: the BASIS architecture, 
facilitates the undervaluation of each of the following 
elements and its contribution to the study of large data for 
smart cities, and aims to reduce the uncertainty factor 
associated with the role of several large data technologies and 
their interdependence in smart cities, in order to address the 
challenges of extracting, storing, processing and analyzing the 
huge volume and variety of data found there at high speed. 
BASIS contributes to the scientific development of large data 
architectures for smart cities with unprecedented multiple 
levels of detail, including, for example, concerns about open 
data, data mining on distributed environments and their 
administration, monitoring and security. It should be noted 
that most parts of the architecture have already been validated 
with demonstration cases, but that the layers are not clearly 
demonstrated due to the distinction between technology and 
infrastructure. As the infrastructure layer concerns aspects of 
physical hardware design for interacting with the outside 
world that could be considered as a functionality of the 
technology layer, although BASIS is a complete architecture 
for large data analysis, it does not show the specific aspects of 
design concerning smart cities. 
The authors in[5], propose the RADICAL platform which is a 
service-oriented architecture (SOA) based platform that 
allows the collection and analysis of sensitive and social IoT 
(Internet of Things) data to offer smart cities a variant of 
value-added services. 
IoT data is stored in the RADICAL repository (MySQL 
database) via the corresponding application programming 
interface (API). The data relating to the device are recorded in 
the form of observation and measurement values. 
Observations correspond to reported general IDE events, 
while measurements correspond to more specific metrics 
included in an observation (e.g. CO2 measurements). On the 
other hand, SN data is accessible in real time from the 
underlying SN adapters using communication with the APIs 
of the respective networks. 
In addition to the main platform, RADICAL offers a set of 
application management modules that allow end users to 
make better use of the platform, for example by installing IoT 
devices and using the MySQL database as the main storage 
repository. Although RADICAL is complete, it has some 

disadvantages: the use of the MySQL database as the main 
repository is a restrictive factor when it comes to large data 
and the inability to store the results of analyses for later 
analysis or reference. 
Recently, the authors in[9], propose the "Smart City Data 
Analytics Panel - SCDAP". Before proposing his own 
architecture, the author studied the different existing 
solutions, namely: BASIS, SWIFT and Radical, in studying 
these platforms, several deficiencies were identified, as 
mentioned above, in order to better address these deficiencies, 
the authors propose a new framework that introduces new 
functionalities to the main data analysis frameworks 
represented in the management and aggregation of data 
models. The value of the proposed framework is discussed in 
comparison to traditional knowledge discovery approaches, 
which introduces new features to large data analysis 
frameworks for smart city applications, the main feature of 
this architecture is limited to the Apache Hadoop suite as an 
underlying layer for data storage and management. The 
separation between the functionality of the SCDAP and the 
underlying data storage and management layer will add to the 
generality of the SCDAP and its ability to deal with many 
other platforms. However, the framework has several failures: 
- The author did not take into account the functionalities of the 
data quality layer that redefine the way data supervision is 
performed. Data quality management involves adding 
additional functionality at each step with continuous quality 
control and monitoring to avoid quality failures during all 
phases of the proposed architecture. 
- The performance of the SCDAP framework is not tested. 
- The development of efficient algorithms for processing and 
extraction is not explained. 
Unlike existing solutions, our architecture presents an hybrid 
approach to solve the challenge of processing massive 
amounts of historical data, while at the same time ingesting 
and analyzing real-time data at a high rate. The duplicity of 
event processing frameworks for real-time data and batch 
processing frameworks for archived data has resulted in the 
presence of multiple independent systems that analyze the 
same data. 
The architecture encompasses several categories of learning 
algorithms, which are designed with the goal to achieve 
robustness, adaptiveness, and computational efficiency. 
Learning algorithms depends on the decision-making tasks: 
classification, association rules, anomaly detection, 
prediction. Furthermore, our proposal encompasses data 
quality requirements by adding features at each stage with 
continuous quality control to avoid quality issues during all 
phases of the data cycle. Thus, this approach ensures the 
security and confidentiality by the implementation of a 
security layer that provides these features in each stage of the 
data cycle according to the components used (eg: Hadoop 
uses secure). Our approach is practical, scalable and its 
development, deployment and maintenance are inexpensive. 
it will be practically implemented and tested from the real 
world in the transport domains, to provide experimental 
highlights. 
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3. BDAFSC : ARCHITECTURAL SPECIFICATION 
 

3.1. The Analytical Architecture and Implementation 
Model 
In order to provide an intelligent and sustainable space, smart 
cities need to process very large amounts of data, taking 
advantage of the opportunities associated with the vast 
network of connected devices currently called IoT [3]. In this 
context, data are drawn from multiple sources and the ability 
to integrate, process and analyze this data has a critical 
influence on the availability of new information services. 
With these necessities come significant challenges that can be 
exceeded with the adoption of an adequate Big Data 
architecture, leading to the proposal of BDAFSC. 
The proposed architecture meets the requirements of effective 
real-time processing as well as the challenges imposed by the 
process of historical data analysis from intelligent services. 
For the smart city concept to be effective, the data generated 
must be analyzed in advance to allow real-time responses to 
new situations that typically require real-time response to 
events based on knowledge of past events. 
Historical knowledge is essential to understand what behavior 
is expected and what is an anomaly. Despite its ease of use, 
our architecture is developed to process very large amounts of 
historical data and can detect complex events in near-real time 
using large data analysis systems and automatic training 
methods. 
The proposed framework is dealing particularly with a data 
flow architecture from the source to the decision-makers end 
user.  
The BDAFSC is a novel FRAMEWORK Big Data for Smart 
Cities built on a fundamental design principle, it gives a 
high-level view of the various components in a solution and 
identify how they fit together to solve our problem.  
To better understand the proposal architecture, we will 
distinguish between the Data Flow Diagram, the conceptual 
view, the flowchart diagram and the technological view. The 
strict separation between these presentations will allow us to 
better understand the proposed relationship model between 
different entities in a smart city context. 
3.2. The Data Flow Diagram 
Figure 1 shows the BDAFSC data flow diagram, which shows 
us, how data moves through an information system, which 
external processes or entities create or consume the data, and 
where it is stored, in our case, the data flow diagram (DFD) 
presents the method of analysis and design of structured 
systems to show how dataflows through our architectural 
system including processes.   
Data acquisition defines the process of collecting data from an 
intelligent city environment via a data transmission 
mechanism. In cases where real-time data is exploited without 
taking advantage of historical data, it can be said that 
real-time flows are normal, although historical data can 
generally provide information that is important for making a 
real-time break. To do this, using automatic learning 
algorithms, a repository model was used to manage the data 
that is extracted, in which the resulting data analysis models 
can be retained, extracted with the metadata that concerns 
them for future surveys or reused. the model is stored in this 
repository. 

Figure 1: Data Flow Diagram of BDAFSC 

3.3. The conceptual view 
Figure 2 presents the conceptual architecture of the proposal 
architecture, is a 4 layer architecture including:A) Data source 
Layer, B) Data collection Layer, C) Data Management Layer 
and D)Data Application Layer : 

 
Figure 2: Conceptual view of BDAFSC 

 

A. Data source Layer: 
The diversity of data sources and the variety of formats of the 
data generated is a big challenge of data collection, according 
to [3], A smart city, represents a rich environment with 
multiple potential data sources that can generate two types of 
data: 
- Data with low speed data and concurrency, integrating 
(CSV, TXT, JSON, XML) and programmed readings 
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(periodic readings from databases or historical data from the 
Web, such as newsfeeds, for example); 
- Data with high speed and concurrency, representing data 
flows from the web (tweets, blog posts) or electronic devices 
(smart meters and other sensors), smart phones, weather 
stations, geo-localizable devices). 
As shown in figure 3, data can be: 

- Structured data: 
Structured data is data that has been organized into a 
formatted repository[6], typically a database, so that its 
elements can be made addressable for more efficient 
processing and analysis. 

- Unstructured data: 
Unstructured data [7] is data that is not saved in a fixed 
recording format. Such as documents, social media streams 
and digital images and videos. Unstructured data is data that is 
not found in the rows and columns of a traditional database, it 
is the opposite of structured data. 

- Semi-structured data: 
Semi-structured data [8] is data that has not been organized 
into a specialized repository, as is the case in a database, but 
which nevertheless includes related information, such as 
metadata, which makes them easier to process than raw data. 
Semi-structured data is data that is of the intermediate form, it 
is not organized in a way that will facilitate access and 
analysis. However, some information may be associated with 
them, such as metadata tags, which allow the addressing of the 
elements they contain. 

 
Figure 3: Urban Data. 

 
Several data loading and retrieval devices are included in the 
technical architecture to address the main challenge of data 
collection, namely managing the diversity of data formats. 

B. Data Collection layer:  
In a smart city, data can be collected from various sources, for 
example, IoT testbeds, social networks, sensors, video 
surveillance systems, or other shared open data like city maps, 
bus time schedule information, location of restaurants etc. The 
biggest challenge for data collection is to deal with the format 
diversity of different data sources. In order to provide a 
unified interface for collecting data, we design many 
components which has the wire or wireless connection with 
anumber of sensors and responds to data management layer 
requests. In this layer, data is collected for the external world 

to the proposed framework. The proposed design of this layer 
enables the ability to collect stream data and batch data from 
the external world by the Data acquisition and data 
transmission mechanisms. 

C. Data Management Layer: 
This is the core data layer mechanism that provides all the 
data management layer functionalities from data gaining to 
features and extraction model.  
Once the data is transmitted from the upper layer, at this stage, 
it must be pre-processed. The data pre-processing is an import 
step in the BIG DATA process. Raw data is always at risk to 
noise, missing values, and inconsistency. The quality of data 
affects the mining results. Data pre-processing deals with the 
preparation and transformation of the initial dataset. Data 
pre-processing methods are divided into 3 categories:  

- Data Cleaning   
- Data Integration  
- Data filtering 

To do this, several types of algorithms incorporate our 
architecture repository to counter the problems associated 
with the analysis of the smart data. these algorithms perform a 
series of operations to overcome the problems associated with 
data quality, especially: 

 Algorithm for Addressing Data Cleaning Problem 
 Algorithm for Addressing Data Integration Problem 
 Algorithm for Addressing the Data filtering Problem 

 
Furthermore, this layer support: streaming and batch 
components. It provides two important functionalities that 
differentiate the proposal framework, namely: model and 
feature repository where knowledge and insights are 
extracted. 
This repository will learn from the latest data flow, in order to 
meet real-time computing requirements during online 
deployment. So, the learning algorithms are designed to 
achieve the robustness and efficiency of calculations. 
Our architecture faces the challenge of handling massive 
amounts of historical data while ingesting and analyzing 
real-time data at high throughput. The dichotomy between 
event processing frameworks for real-time data and batch 
processing frameworks for archived data has led to the 
proposal of this framework based on the integration of several 
independent systems by analyzing the same data, for example 
to identify failures, our system must first learn a normal 
behavior of historical data. 
The data is ingested by the message broker in a data storage 
structure for permanent storage. The data can then be 
retrieved and analyzed using long-term batch calculations, for 
example by applying our machine learning algorithms. The 
result of this analysis may affect the behavior of the real-time 
event processing framework. The batch flows will operate 
independently of the real-time flows to form the proposal's 
predictive model. 

D. Data Application Layer  
After data collection and management, the data analysis 
models generated by the proposed framework will be used by 
several Smart City applications to make decisions and 
improve citizens' quality of life. 
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It is essential to visualize the information obtained in such a 
way that the user can easily assimilate it, this objective is 
achieved by using data post-processing techniques, which are 
categorized into two categories: Visualization and summary 
of data. 

E. Data Quality Layer 
The importance of data quality in the life cycle of large data 
redefines the way data supervision is approached [10]. Data 
quality management is about adding more functionality at 
each step with continuous quality control and monitoring to 
ensure that there are no quality issues during all phases of the 
life cycle. When assessing the quality of large data, attention 
is paid to properties such as performance, value and cost.  
Data quality problems occur when quality criteria are not met 
for data values [11]. These problems are due to several other 
processes or factors that have occurred at different levels:  
- Data sources: lack of security, trust, data copying, 
inconsistency, multiple sources and data domain,  
- The generation level: human data entry, sensor reading, 
social media, unstructured data, and missing values,  
- The level of the process and/or application (acquisition: 
collection, transmission).  
Data pre-processing improves data quality by performing 
many tasks and activities such as data transformation, 
integration, merging and standardization. 
The authors in [12],[13] listed several causes of poor data that 
affect data quality and listed elements that have an impact on 
data quality and its associated dimensions. In [14],[13], the 
authors focused on a compilation of causes of poor data 
classified according to data quality dimensions, level of 
granularity and type of data source, while emphasizing 
causality mapping. 

F. Data security Layer: 
The diversity of data sources and formats, continuous data 
distribution and infrastructure can lead to unique security 
vulnerabilities [31]. The Cloud Security Alliance has divided 
data security and privacy challenges into four broad 
categories: security of all infrastructures, data protection, data 
management, data integrity and reactive security [32]. 
Infrastructure security consists of securing distributed 
programming and security practices in non-relational data 
warehouses. Data confidentiality refers to the protection of 
privacy by preserving analyses, the encrypted data center and 
granular access control. Data management involves the secure 
storage of data and transaction logs, audit and data source. In 
addition, integrity and reactive security include real-time 
validation, filtering and monitoring. Based on the proposed 
questions, authorization and authentication mechanisms must 
be put in place for users and applications, and data encryption 
and masking must be implemented for rest and data flow. 

3.4. The flowchart Diagram 
The explicit flowchart describes in detail the visual 
representation of the sequence of steps and decision-making 
processes required to execute the processes of our 
architecture. This allows anyone to view the diagram and 
logically follow the process from beginning to end. The 
diagram of the diagram is described in Figure 4. 

 
Figure 4: flowchart Diagram of BDAFSC 

 

3.5. The technological view  

Although the theoretical view provides a complete and 
consistent picture of how intelligent data can be extracted, 
stored, processed and made available in smart cities, it is 
therefore important to match the technologies needed to 
instantiate the BDAFSC. The technological detail that will be 
presented in this section represents the contribution of the 
proposed architecture, Figure 5 illustrate the technological 
layer by highlighting the different technologies of acquisition, 
transmission, pre-processing, storage, processing and 
analysis. The choice of technologies used is most often 
generic and can be applied to various types of use case.  
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Figure 5: The technological view of BDAFSC 

A. Data Acquisition - KURA: 
 

Across the various architectures to large data processing 
systems, the core of data collection is the collection of data 
from distributed information sources in order to store them in 
a large storage that can be extended and adapted to data. To 
achieve this objective, three main elements are essential [15]: 
-Protocols that allow the collection of information for 
distributed data sources of all types (unstructured, 
semi-structured, structured). 
-The frameworks with which data are collected from 
distributed sources using different protocols 
-Technologies that allow the persistent storage of datathat is 
recovered by frameworks In the platforms, devices are 
connected to centralized server that orchestrate the 
communication among devices. However, the platforms 
cannot make real-time decisions quickly enough when they 
are required to traverse a series of networks to access 
computing resources. There are also security concerns around 
transmitting sensitive data across networks and into the cloud 
[16]. 

For these reasons, IoT peripheral platforms such as Kura [17], 
OpenHAB[18], Red-Node[19] and Flogo[20] appear. Kura is 
one of the popular IoT Edge Platform which is composed of 
Apache Cameland the Eclipse.   
 Kura will focus on IoT Gateway and offer a set of java and 
OSGi services. On the platform, developers must execute 
their own source code without the help of a visual designer or 

scripting tool. Thus, the developer gets more flexibility for 
customization, but has a much higher learning curve. 

 

B. Data transmission-Kafka, Flume, Zookeeper [22]:  
 
The data collection unit needs a distributed, reliable and 
available framework that can handle large amounts of data. 
This model is mainly implemented by a Flume distributed 
cluster, which allows multi-source acquisition and localized 
storage. Currently, Flume has evolved from the OG version to 
the NG version. Flume uses an exchange-based data transfer 
method to ensure the reliability of transaction transfer. In 
addition, Flume has a very high extension that supports 
multi-level extensions. The topology of the data collection 
module is composed of one or more agents according to 
specific logical needs. This is why Flume is much better than 
other log collection frames. 
The data transmitted from the data collection part (Flume 
cluster) are linked to the producer side of Kafka through 
Kafka Sink. Kafka will adjust it through its own configuration 
file. Number of backups, number of service nodes, number of 
partitions and load balancing to ensure a stable and efficient 
transmission process. The mainstream part of Kafka connects 
to Spark Streaming, the central part of the data processing 
part.Kafka is a messaging system that adopts 
thepublication/subscription mode, developed by Java, 
supports parallel loading of Hadoop and Spark data, and 
provides a reliable solution for real-time processing functions 
of offline frameworks such as Hadoop and Spark. One of the 
advanced aspects of Kafka is its excellent flow capacity. 
Kafka uses Zookeeper to complete the data management, 
which compensates for the pointer problem. 

C. Preprocessing - Spark [21]:  
 

Apa   Apache Spark can alleviate key challenges of data 
pre-processing, iterative algorithms, interactive analytics and 
operational analytics among others. With Apache Spark, data 
can be processed through a more general directed acyclic 
graph (DAG) of operators using rich sets of transformations 
and actions. It automatically distributes the data across the 
cluster and parallelizes the required operations. It supports a 
variety of transformations which make data pre-processing 
easier especially when it is becoming more difficult to 
examine big datasets. On the other hand, getting valuable 
insights from big data requires experimentation on different 
phases to select the right features, methods, parameters and 
evaluation metrics. 

D. Storage HDFS-HBase [30]: 
 
By design, HDFS is perfectly tolerant to disturbances and 
allows fast data transfer between nodes, even in the event of a 
system failure. HBase is a non-relational and open source 
Not-Only-SQL database that runs on Hadoop. HBase is part 
of the CP CAP (Consistency, Availability, and Partition 
Tolerance) theorem. 

HDFS is best suited for batch analysis. However, one of its 
biggest shortcomings is its inability to perform real-time 
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analyses, which is in line with IT industry trends. HBase, on 
the other hand, can handle large datasets and is not suitable for 
batch analysis. Instead, it is used to write/read Hadoop data in 
real time. 

E. Batch components- Spark: 
 
Apache Spark is a general analysis engine that can 
processlarge amounts of data from various data sources and 
has gained popularity on significant It works particularly well 
for multi-pass applications that include many machine 
learning algorithms [23]. Spark maintains an abstraction 
called Resilient Distributed Datasets (RDDs) that can be 
stored in memory without the need for replication and is 
always fault-tolerant.   
 For model learning, we use Spark MLlib[24] which is the 
Sparks library for machine learning. Its goal is to make 
automatic learning practical, scalable and easy to use. Spark 
MLlib consists of common machine learning algorithms and 
utilities, including classification, regression, clustering, 
collaborative filtering, dimensionality reduction, as well as 
lower level optimization primitives and higher-level pipeline 
APIs. 

F. Streaming Components – Spark streaming:  
 
The data can be streamed in real time as part of Apache Spark 
streaming from various sources such as Kafka, flume, HDFS, 
etc. A receiver must be instantiated and connected to the 
streaming source to initiate the data stream. A receiver can 
only broadcast data from a single input source, and if we have 
several flow sources, we can group them together so that they 
can be treated as a single flow [29]. Once the receiver starts 
receiving data from the streaming source, the spark stores the 
data in a series of RDDs delimited by a specified time 
window. After this time, the data is sent to the spark core for 
processing. To start a Spark Streaming job, it needs at least 
two kernels, one that receives the data as a flow and one that 
processes it.  
There are two main cases where Spark Streaming and MLlib 
can be used together. Machine learning models generated 
offline with MLlib can be applied to streaming data (offline 
training, online prediction). On the other hand, automatic 
learning models can be driven from labelled data flows (i.e. 
online training and prediction). A reference application that 
uses Spark Streaming with Spark MLlibis Twitter Streaming 
Language Classifier [25]. Another is a platform for large-scale 
neuroscience [26]. Spark Streaming is integrated with MLlib 
to develop streaming machine learning algorithms and 
perform online analysis during experiments. In addition, 
Spark MLlib supports some streaming machine learning 
algorithms such as Streaming Linear Regression and K-means 
Streaming [27]. 
As part of this architecture, we use machine learning 
techniques in particular, trying to collect accurate data and 
provide accurate information to end users. The simulation 
results show that our proposals could achieve a high level of 
QoE for the smart city. 

4. CONCLUSION 

Although the proposed BDAFSC introduces new 
functionalities to large data analysis frameworks for smart 
city applications, it is still relevant to demonstrate its 
application to real problems to explain its contribution to 
optimization and decision-making for large smart city 
applications. This approach will therefore be implemented 
and tested in practice on a case study of the use of real-world 
smart cities and we will present the experimental strengths in 
our future paper. 
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