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ABSTRACT 
Data Classification is the application of data mining techniques to discover patterns 

from the micro array and biological datasets. This research entitled “PREDICTING 
       SAFTEY INFORMATION OF DRUGS USING DATA MINING TECHNIQUE” 

incorporates information theory, which is the process of deriving the information from 
the unsupervised dataset through feature selection. Finding the best features that are 
similar to a test data is challenging task in current data era. This research presents a 

   framework  for discovering  best  feature selection  from  unsupervised datasets.  The 
proposed research work presents a new approach to measure the features (attributes) 
in drug prediction dataset using the methodologies namely, data cleaning, Adaptive 
Relevance Feature Discovery and Random Forest Classification. There are number of 

     pharmacy companies are available in the market with multiple medicines for same 
problem.This prediction of drugs is used to prescribe the medicines for the patient’s 

            disease by analyzing the history of the patient’s health.  Feature selection and 
dimensionality reduction is characterized by a regularity analysis where the feature 
values correspond to the number times that term appears in the dataset.  The relevance 
feature discovery method gives a useful measure is used to find the similarity features 
between data points are likely to be in terms of their features property. Some of the 
challenges faced in finding the best feature selection include positive, negative and 
inconsistency. This Proposed work proposes an enhanced Drug prediction based on 
Random Forest classification method to estimate the feature searching that is measured 

   using  minimal redundancy  optimization  method  corresponding to  drug prediction 
dataset. 
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1. INTRODUCTION 
Due to the rapid growth of digital data made available in recent years, knowledge discovery 
and data mining have attracted a great deal of attention with an imminent need for turning such 
data into useful information and knowledge. Many applications, such as market analysis and 
business management, can benefit by the use of the information and knowledge extracted from 

              a large amount of data. Knowledge discovery can be viewed as the process of nontrivial 
extraction of information from large databases, information that is implicitly presented in the 
data, previously unknown and potentially useful for users.[1] 

Worsening of a drug’s risk- -benefit ratio can lead regulatory authorities to take actions to
aiming at mitigating or withdrawing the use of the drug. A very first step in such actions is the 
issue of a safety warning that has modest impact on the usage of a drug. One important way by 
which regulatory authorities may act on safety warning issuance is through prediction of side 
effects.[2] Prediction of drug’s side effects can help the Doctor and Pharmacist to prescribe the 
patients with exact medicine to the complaints. Therefore, predicting the side effects of drugs 
based on quantity of drugs can have a strong impact on the way of drugs used by physicians 
and patients.[3] 

Based on indication, the side effects of drug is predicted to deliver the exact reaction from 
different information. This work highly aids the Physicians and Pharmacist to prescribe the 
drugs according to p  [4] atient’s complaint.

In section 2, the existing work pertaining to the study is discussed. Section 3 discusses about 
the phases involved in the proposed work and deals with the results. Section 4 concludes the 
work and presents the future directions of this research work. 

2. EXISTING WORK 
Drug is any substance that when taken into a living organism may modify one or more of its 
functions. Drugs can provide temporary relief from unhealthy symptoms and/or permanently 
supply the body with necessary substances the body can no longer make. Some drugs lead to 
an unhealthy dependency that has both physiological and behavioural roots [5]. Drug addiction 

          can cause serious, long-term consequences, including problems with physical and mental 
health, relationships, employment, and the law [6]. Decision tree uses the simple divide-and 

       conquer algorithm.  In these tree structures, leaves  represent  classes  and branches signify 
conjunctions of features that lead to those classes.  

2.1. DRAWBACKS 
 • For data including categorical variables with different number of levels, information 

gain in decision trees is biased in favor of those attributes with more levels. 
 • Calculations can get very complex, particularly if many values are uncertain and/or if 

many outcomes are linked. 
 • Computing probabilities of different possible branches, determining the best split of 

each node, and selecting optimal combining weights to prune algorithms contained in 
the decision tree are complicated tasks that require much expertise and experience 

 • It is difficult for the doctor to remember and to prescribe the number of medicines from 
different pharmaceutical companies. 
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 • Time consuming. 
 • Needs manual calculations. 

2.2. PROPOSED WORK 
Data classification problems often have a large number of attributes, but not all of them are 
useful for classification. Irrelevant and redundant features may even reduce the classification 
accuracy. Drug prediction feature selection is a process of selecting a subset of relevant features, 

           which can decrease the dimensionality, shorten the running time, and/or improve the 
classification accuracy. Feature selection (FS) refers to the problem of selecting those input 
attributes that are most predictive of a given outcome; a problem encountered in many areas 
such as machine learning, pattern recognition and signal processing [7]. The proposed work 
attempts to use the uncertain information to improve the performance of drug prediction based 
on the real time information from FAERS. The utility of the approaches is demonstrated and 
compared empirically with several other dimensionality reduction techniques. [8] 

2.2.1. FEATURES 
    • It is one of the most accurate learning algorithms available. For many data sets, it 

produces a highly accurate classifier. 
 • It runs efficiently on large databases. 
 • The accuracy of side effects of drugs based on indication number 
 • It can find the most accurate detection using this technique. 
 • A proper database is maintained for the drugs in the pharmacy to prescribe the OTC 

drugs. 
 • To reduce the tedious work of a manual systems. 
 • Helpful to Pharmacist and Physicians 

The figure 2.1 shows a clear picture of the proposed work. 

 

Fig 2.1 
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3. METHODLOGY ANALYSIS 
The proposed architecture accepts the data classification parameters as input which contains 

             the R tool simulation where the novel prediction drug label changes in random forest 
        classification algorithm is applied to the FDA Adverse Event Reporting System (FAERS) 

dataset. The users initialize the dataset instances, attributes and classes as initial parameters in 
which the classification process is to be evaluated. 

The following methodology is listed below, 
 • Data Cleaning 
 • Adaptive Relevance Feature Discovery 
 • Classification and Regression Training 

3.1. DATA CLEANING 
Data cleaning method is kind of pre-processing technique it plays a very important role in data 
classification techniques and applications. It is the first step in the adaptive relevance feature 
discovery mining process. In this data cleaning process there are three key steps of procedures 
namely, Training set extraction, Feature Attribute selection and Filtering methods. 

The data pre-processing of untrained raw dataset is first partitioned into three groups: (1) a 
predetermined set of instance initiation, (2) the group of attributes (features, variables) and (3) 

       the class of attribute. For each groups in the dataset, a reduction decision classification is 
constructed. For each reduction system is consequently divided into two parts: the training 
dataset and the testing dataset. Each training dataset uses the corresponding input features and 
fall into two classes: normal (+1) and abnormal (−1). 

The training set feature set process to compute the cross validation classification error for a 
large number of features and find a relatively stable range of small error. The Training feature 
selection is to select  (a preset large number) sequential features from the input .  n X

The Feature attribute selection is a statistical technique that can reduce the dimensionality 
of data as a by-product of transforming the original attribute space. Transformed attributes are 
formed by first computing the covariance matrix of the original features, and then extracting its 
sorting. The attribute selection defines a linear transformation from the original attribute space 
to a new space in which attributes are uncorrelated. 

The Filtering approach has much lower complexity than wrappers; the features thus selected 
often yield comparable classification errors for different classifiers, because such features often 
form intrinsic clusters in the respective subspace. 

3.2. ADAPTIVE RELEVANCE ROUGHSET FEATURE DISCOVERY 
   The  adaptive  relevance  feature discovery process  considers the  mutual-information-based 

feature selection for both supervised and unsupervised data. For discrete feature variables, the 
integral operation in (1) reduces to summation. In this case, computing mutual information is 
straightforward, because both joint and marginal probability tables can be estimated by tallying 
the samples of categorical variables in the data.  

3.3. RANDOM FOREST CLASSIFICATION 
Random forests are a combination of tree predictors such that each tree depends on the values 
of a random vector sampled independently and with the same distribution for all trees in the 
forest. The generalization error for forests converges (i.e.,). to a limit as the number of trees in 
the forest becomes large. The generalization error of a forest of tree classifiers depends on the 
strength of the individual trees in the forest and the correlation between them. 
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Random forest classifier creates a set of decision trees from randomly selected subset of 
training set. It then aggregates the votes from different decision trees to decide the final class 
of the test object. There are two stages in Random Forest algorithm, one is random forest 
creation, and other is to make a prediction from the random forest classifier created in the first 
stage.[9] 

3.4. CLASSIFICATION AND REGRESSION TRAINING 
   Classification And Regression Training which is possibly the biggest project in R. This 

             package alone is all you need to know for solve almost any supervised machine learning 
           problem. It provides a uniform interface to several machine learning algorithms and 

standardizes various other tasks such as  
 • Data splitting  
 • Pre-processing 
 • Feature selection 
 • Variable importance estimation 

In this work, data splitting is carried down in the FEARS dataset and Feature selection is 
done to extract only a specific type of drugs.  

3.5. DATASET  
A database is an organized mechanism that has the capability of storing information through 
which a user can retrieve stored information in an effective and efficient manner. The data is 
the purpose of any database and must be protected. 

The database design is a two level process. In the first step, user requirements are gathered 
together and a database is designed which will meet these requirements as clearly as possible.  

The dataset used for this project is a real data taken from the FDA Adverse Event Reporting 
System (FAERS).The data has been gathered from U.S. Food Drug Administration (FDA)[10] 

This data set consists of ASCII data files. These ASCII data files are '$' delimited; that is, a 
'$' is used to separate the data fields. These files can be imported into spreadsheet programs 

             such as earlier versions of MS Excel. This excel sheet is converted into CSV format and 
implemented in R tool for classification of drugs according to the indication level which helps 
in  predicting  the side effects of the drugs.[11][12] 

The llowing figures 3.1, 3.2, 3.3shows the execution of the work in R environment. fo

 

Fig 3.1 
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The above Fig represents the sequence of the drug that is consumed and the frequency of the consumption.  

 

Fig 3.2 

Fig 3.2 represents the drugs consumed for the respective diseases. 

 

Fig 3.3 

Fig 3.3 represents the side effects caused by the consumption of a particular drug with 
respect to the frequency of the drug consumed.  

4 CONCLUSION AND FUTURE ENHANCEMENTS  . 
The proposed work entitled PREDICTING SAFTEY INFORMATION OF DRUGS USING “

            DATA MINING TECHNIQUE” is an R tool based application. This provides facility for 
guarantees to predict drug labels with sequence, drug name and reactions is able to detect drug 
predictions  by  considering  a  data  mining  techniques.  The  proposed  system  presented  an 

          application of drug prediction using random forest classification using adaptive relevance 
           feature selection. The different steps in predictions are represented as the underlying data 

mining process of a classification.  
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4.1. SCOPE OF FURTHER ENHANCEMENT 
This work shows a new way of predicting the side effects of drugs based on real data registered 
by the common people. Our future work will focus on the following: 

 • For educating the pharmacist and public to lead better medical practices.  
 • Also this data can be integrated with other types of datasets such as the patient’s history 

in hospital database health record.  
          • By integrating data from multiple available information sources, more effective 

prediction may be achieved. 
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