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Study on the position and orientation measurement method
with monocular vision system
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In order to estimate the position and orientation of an object with a single camera, a novel measurement
method based on pinhole camera model with five reference points is presented. Taking the specially
designed planar target with the monocular vision system, the projection line of the reference points is
built. According to the projection model, the coordinates of the reference points in the camera coordinate
system are estimated with the least-squares algorithm. Thus the position and orientation of the target are
worked out. Experimental result shows that the measurement precision of angle is less than 0.2◦, and that
of displacement is less than 0.1 mm.
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To estimate the position and orientation between two
objects is an important technique, which can be widely
applied in the fields as robot navigation[1], surgery[2],
human motion estimate[3], and electro-optic aiming
system[4,5], etc. Compared with the magnetic position
and orientation measurement method[6,7], the machine
vision method which is free from the influence of the elec-
tromagnetic surroundings, is widely studied[8−10]. But
the method discussed in Refs. [8] and [10] uses two or
more cameras to realize the position and orientation mea-
surement. And in Ref. [9], the measurment is realized
with the assitance of a laser range-finder. In this let-
ter, a novel effective algorithm is proposed to recover the
three-dimentional (3D) position and orientation of a pla-
nar target with a single camera view. A target pattern
with five reference points is specially designed to ensure
that the target special coordinate system can be fixed
in any orientation. With the camera perspective pro-
jection model, the coordinate of the reference points in
the camera coordinate system can be estimated by con-
sidering the relationship of them on the target pattern.
The transformation matrix between the camera coordi-
nate system and target coordinate system, which is built
by the reference point coordinates, is worked out to real-
ize the position and orientation measurement.

The planar target pattern with five reference points
is designed for position and orientation estimation, as
shown in Fig. 1. The colinearity of the vector, composed
of every two reference points, is used to judge whether
the three points are in a straight line. The two points
out of the straight line are marked as No. 0, which is
closer to the line, and No. 1 (see Fig. 2). The angles
between the vector composed of No. 0 and No. 1 points
and the vectors composed of No. 0 and other points are
calculated. According to the angle size, the other refer-
ence points are marked as No. 2, No. 3, and No. 4. The
origin of the target coordinate system is the No. 0 point.
The otxt axis is parallel to the vector composed of No. 2
and No. 4 points. The otyt axis coincides with the vector

composed of No. 0 and No. 1 points.
The measurement method is based on the pinhole cam-

era model (Fig. 3). Here oc denotes the optical center
of the camera lens. oc−xcyczc is the camera coordinate
system, which denotes the camera frame. uv is the CCD
image plane with the original point at the image center
of the charge coupled device (CCD) plane. ot−xtytzt is
the target coordinate system, built by the five reference
points Pi (i = 0, 1, · · · , 4) as mentioned above. The
distance from oc to image plane is f , which is obtained
from camera calibration algorithms[11,12]. On account of
the lens radial distortion[13], the undistorted coordinate
point on the image plane is Ii = (ui, vi)T (i = 0, 1, · · · ,
4), which are different from the actual image reference
points obtained by image processing.

Considering the pinhole camera model, the coordinates
of the undistorted image reference point are Ici=(ui, vi,
f)T (i = 0, 1, · · · , 4) in the camera coordinate system,
in which the projecting line of the reference point Pi (i
= 0, 1, · · · , 4) is

x

ui
=

y

vi
=

z

f
= ti. (1)

The coordinates of the reference points in the camera
coordinate system are

Pci =

(
xci

yci

zci

)
=

(
tiui

tivi

tif

)
, (2)

where ti is the scale factor which defines the position of
Pi.

For the relative position of the reference points Pi in
the camera coordinate system and the target coordinate
system, ti can be estimated by solving

‖PciPcj‖ = ‖PtiPtj‖, i = 0, 1, 2, 3, j = i + 1,
6 PciPcjPck = 6 PtiPtjPtk,

i = 0, 1, 2, j = i + 1, k = j + 1, (3)
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Fig. 1. Planar pattern for the position and orientation mea-
surement.

Fig. 2. Topological relationship of the five reference points.

Fig. 3. Pinhole camera model.

Fig. 4. Coordinates of reference points in the camera coordi-
nate system with translation.

where Pti denotes the coordinate of the reference points
in the target coordinate system which is fixed by the
target design. With the least-squares algorithm, the

Fig. 5. Distance measurement error.

Fig. 6. Coordinates of reference points in camera coordinate
system with rotation.

Fig. 7. Angle measurement error.

Table 1. Camera Calibration Result

Focal Length f (mm) 12.233

Distortion Factor 0.000374

Scale Factor 0.999272

Frame Center (pixel) (640.499,465.306)

estimated value is obtained to let the object function:

F =
3∑

i=0

4∑

j=i+1

(‖PciPcj‖ − ‖PtiPtj‖)2

+
3∑

i=0

4∑

j=i+1

(6 PciPcjPck − 6 PtiPtjPtk)2 (4)

get the minimal value.
In the 3D environment, the target position in the

camera coordinate system is represented with the origin
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Table 2. Translation Movement Measurement
Result

No. tx (mm) ty (mm) tz (mm)
Distance between No. i

and No. i-1 (mm)

0 −88.558, 36.333 −13.354

1 −85.542 36.312 −12.947 3.043

2 −82.569 36.302 −12.224 3.060

3 −79.579 36.283 −12.179 2.991

4 −76.619 36.280 −11.303 3.087

5 −73.621 36.257 −10.929 3.022

6 −70.615 36.233 −10.803 3.009

7 −67.615 36.225 −10.192 3.062

8 −64.569 36.193 −10.419 3.054

9 −61.571 36.184 −9.989 3.029

10 −58.595 36.176 −9.702 2.989

Table 3. Rotation Measurement Result

No. r1 r2 r3

Angle between No. i

and No. i-1 (◦)

0 0.675 −0.009 −0.738

1 0.609 −0.008 −0.793 4.95

2 0.539 −0.007 −0.843 4.93

3 0.464 −0.006 −0.886 4.94

4 0.387 −0.005 −0.922 4.91

5 0.307 −0.004 −0.952 4.89

6 0.224 −0.002 −0.974 4.90

7 0.137 −0.004 −0.991 5.09

coordinates of the target in the camera coordinate sys-
tem:

T = [ tx ty tz ]T = [ xPc0 yPc0 zPc0 ]T. (5)

For that the original point P0 is critical to position es-
timation, two penalty factors M1 and M2 are applied to
Eq. (4):

F = M1

4∑

j=1

(‖Pc0Pcj‖ − ‖Pt0Ptj‖)2

+M2

3∑

j=1

4∑

k=j+1

(6 Pc0PcjPck − 6 Pt0PtjPtk)2

+
3∑

i=1

4∑

j=i+1

(‖PciPcj‖ − ‖PtiPtj‖)2

+
2∑

i=1

3∑

j=i+1

4∑

k=j+1

(6 PciPcjPck − 6 PtiPtjPtk)2.(6)

With the least squares, the five reference points Pci(xPci ,
yPci , zPci) are fitted into a plane Axn+Byn+Czn+D=0.

The vector of the otzt axis is

u = [r1 r2 r3]T =
[

A√
A2 + B2 + C2

B√
A2 + B2 + C2

C√
A2 + B2 + C2

]T

. (7)

Since the camera is fixed during measurement, this direc-
tional vector can represent the orientation of the target
plane.

In the experiment, a Basler A631f digital CCD camera
is used to test the measurement accuracy of the position
and orientation estimate method. With the camera cali-
bration method[14], the intrinsic parameters of the cam-
era are shown in Table 1.

Using a high precision translation stage, the position
of the target is changed 10 times with 3 mm each step
in the field of the camera’s view. The coordinates of the
five reference points in the camera coordinate system are
obtained with the position and orientation measurement
method, as shown in Fig. 4. With Eq. (5), the position
of the target plane, which denotes the movement of the
translation stage, can be figured out. The result is shown
in Table 2. The distance measurement error is less than
0.1 mm, which is shown in Fig. 5.

With a turntable, the position of the target is changed
7 times with 5◦ each step in the field of the camera’s
view. The coordinate of the five reference points in the
camera coordinate system is shown in Fig. 6. With Eq.
(7), the vector of otzt axis which denotes the target ori-
entation is calculated out. Angles between the adjacent
positions are shown in Table 3. The angle measurement
error is better than 0.2◦, which is shown in Fig. 7.

In conclusion, a novel and effective position and ori-
entation measurement algorithm based on the view of a
single camera is introduced. With a designed target, the
relationship between the reference points is fixed. Ac-
cording to the pinhole camera model, the coordinates
of the reference points are estimated by considering the
same relative position in the camera coordinate system
and target coordinate system, respectively. The position
and orientation of the target in the camera coordinate
system are derived. In the experiment, the position and
orientation measurement method is tested, with the dis-
tance measurement precision better than 0.1 mm, and
the angle measurement precision better than 0.2◦.

This work was supported by the Program for New
Century Excellent Talents in University (No. NCET-06).
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